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ABSTRACT

The advancement of electronic sensing devicesogienputers and wireless communication devicesdws tio creation of
new smart sensors, which can monitor actuate, ctengod communicate. Typically, these sensors aptogied in non-
deterministic mode (randomly) when deployed in éargimbers. These sensor devices have the capabil#glf-organize
into the so-called Wireless Sensor Networks (W3N$N are ad-hoc networks, consisting of these dpatistributed sens-
ing and processing devices. We introduce a modlaasimulation study of these Large Wireless Senstworks (WSN)
by implementing the Topology Control Algorithm. Wiee the Cell-DEVS formalism, which enables effitierecution of
cellular models. Thereafter, we observe and evaltte behavior of sensor nodes and entire WSN fr@rsimulation re-
sults obtained, under different test scenarios.

1 INTRODUCTION

The emergence of powerful embedded micro-compystess for wireless sensor networks provides a gpodnd for cre-
ation of new smart sensor systems, which can Helusefurther promote new scientific endeavors antiance our lives.

The wireless sensor devices can monitor actuatapate and communicate, yet are small in size andith cost. The
WSN are ad-hoc networks, consisting of these dpatiéstributed sensing and processing devices faursilva, and Lo-
reiro, 2005; Healy, Newe, and Lewis 2008). WSN ased in many different applications, such as medidransportation
and urban monitoring, traffic control, military, wronment and habitat monitoring, energy managem&nart homes, in-
dustrial applications, etc. The effectiveness ofNAiSnot just in their monitoring, actuating, conipg and communications
capabilities: with the added processing power,@nahd digital ports, transceivers and memory, tteeyself-organize and
communicate in the deployed area (as depictedgrl}iTheir processing power is limited however] &4SNs are usually
deployed in large numbers and their load is shacedrdingly.

Fig.1 - Sensor nodes self-organized

Due to the fact that sensor nodes have limitediwaith, computing power and limited energy resosrane of the
constraints in WSN is the energy efficiency of sensodes (i.e., their power consumption). Thereraamy different ap-
proaches to solving the energy efficiency problsath as the Topology Control Algorithm (Cunha, &jland Loreiro 2005;
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Shen, and Guo 2007; Ye et al. 2002). The objedfuhis algorithm is related to the efficiency ofSN network, and it fo-
cused on how to increase its lifetime. The ratieraflthe network topology control algorithm is txluce the number of re-
dundant sensor nodes monitoring a particular regience increasing the efficiency and lifetimerad ¥#WSN network. In a
nutshell, topology control exploits the redundaepldyment of the sensor nodes, overcoming theirggniemitations by re-
stricting the set of nodes which are consideredhimirs of a given node, while making sure thatisgrarea is still covered
by a sufficient number of sensors. Furthermoreduces interference problems (which are noticeabkn large number of
sensor nodes are active).

We here introduce a model and a simulation of W&&® Sensor Networks (WSN) by implementing the Tagp Con-
trol Algorithm using the Cell-DEVS formalism (whidnabled efficient execution of this cellular mgd&he complexity of
the problem can be simplified using the CD++ tdodiid the Cell-DEVS formalism (implementing thimsiation in a other
high level programming language is much more cor)ple

The rest of the paper is organized as followsfivet give an overview of the Cell-DEVS formalistiollowed by the
WSN model definition. Thereafter, we observe andi@ate the behavior of sensor nodes and entire W&N the simula-
tion results obtained, under different test scarsaiVe then describe and discuss the simulatiaitsesnalysis and discus-
sion of the initial and improved results for di#et scenarios.

2 MODEL DEFINITION

Due to the complexity of the model under study,used Cell-DEVS (Wainer 2009) and the CD++ toolWitajner 2002), as
an efficient way to model and simulate cellular misd(Chopard and Droz1998), in our case the WSNIogry problem.
Cell-DEVS is an extension to the DEVS formalismi@fer, Kim, and Praehofer 2000), which has beerdusemodel sys-
tems that can be represented as cell spaces. EME model is represented as a cell space, whaate eell is represented
as an atomic DEVS model. Each cell is connectetigdocal neighboring cells. A delay mechanismachecell (transport
delay or inertial delay) is used to delay the pgateon of state change events through the cellespaoviding the means for
defining complex temporal behavior. An Atomic CBEEVS can be defined as follows:

TDC=<X,Y, I, S0, N, d,sint, dext,t, A, D >

Where X is the set of external input events; Yhis set of external output events; | representsidfimition of the model’s
modular interface; S is the set of possible stiesa given cellf is the definition of the cell’s state variablesjd\the set of
values for the input events; d is the delay of ¢k#; sint is the internal transition functiolext is the external transition
function;z is the local computing functiof;is the output function, and D is the duration fimrc.

A Coupled Cell-DEVS model is built by connectingamber of Atomic Cell-DEVS models together intoedl space of
any shape (including 2D and 3D cell spaces). Thddys of the cell space can be either wrapped hiclwcase the cells at
the border from one side of the cell space areidered neighbors to the cells at the border orofiosite side of the cell-
space, or non-wrapped, in which case the bordés grist have special rules defined by the modéldormal definition of
Coupled Cell-DEVS is:

GCC =< Xlist, Ylist, I, X, Y, n, {t1,.....tn}, N, CB, Z, select >

Where Xlist is the input coupling list; Ylist ise¢houtput coupling list; | represents the definitmfithe model’s modular in-
terface; X is the set of external input events;svthie set of external output events; n is the d#ioenof the cell space;
{t1,....,tn}is the number of cells in each of the @insions; N is the neighborhood set; C is the galts; B is the set of bor-
der cells; Z is the translation function; and seigthe tie-breaking function;

CD++ is an M&S toolkit that implements DEVS and KIREVS theory ((Wainer 2009; Wainer 2002; Zeigliéim, and
Praehofer 2000). Atomic models can be defined uaiatate-based approach (coded in C++ or an irtexghgraphical nota-
tion), while coupled and Cell-DEVS models are defirusing a built-in specification language. CD+soahcludes an inter-
preter for Cell-DEVS models. The model specificatinocludes the definition of the size and dimensibthe cell space, the
shape of the neighborhood and borders. The celtal lcomputing function is defined using a setwés with the form:
POSTCONDITION DELAY {PRECONDITION}. This indicatethat when thRECONDITIONSs satisfied, the state of the
cell will change to the designat@DSTCONDITIONwhose computed value will be transmitted to ottmnponents after
consuming th®ELAY.

We have used these facilities to create an addamulel of WSN, in which we can analyze the WSNotogy prob-
lem. This problem is closely related to the minimaamfiguration of nodes for fully operational WStsdking into account
sensor node energy limitations for a long lastisgirvivable WSN networks. In our model, we havedtired the area as a
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two-dimensional cell space of sinex n, where every cell represents one sensor nodeWI3ig considered is such as all the
sensor nodes have same properties (homogeneous 8i@Niat (i.e. no hierarchy among nodes). Eacterzah have up to
8 neighbors and there aBepossible states for each cell ctive stand-by,andinactive. For this model, Moore’s neighbor-
hood is adopted (i.e., the origin cell and its @el neighbors). As a result, the Cell-DEVS simatatnodel, gives an insight
into an elegant way of implementation the Topol@mpntrol Algorithm for a large WSN; in our particulease, addressing
the issue of sensor node energy conservation feah longer lifetime operation of the WSN.

During theactive modeof operation, the node emulates an active sengbirvthe WSN (i.e. performs processing tasks,
hence using energy which decreases with timehdrbeginning of simulation, all the sensor nodgdayed, have the same
amount of energy which decreases as time progregsiés node is in active mode (maximum energy comsiion) or in
stand-by mode (minimum energy consumption). Duthgstand-by modesensor node is consuming a minimal amount of
energy; it wakes up randomly in order to see ikottlose by nodes are already sensing/monitoriagthdefined neighbor-
hood area. If less than two sensor nodes withimtighborhood aractive thecell goes again intstand-bymode; other-
wise it becomesictive After the entire energy of a cell is consumea, ¢kll becomemmactive this process continues until
all the sensor nodes’ energy is consumed (i.¢haltells are inactive).

Then x n cells in the cell space considered were organizedo planes reflecting a three dimensional spagae-
mented to meet the basic constraints (of the dgéfi&N Topology problem) while exploring and captgrihe main tasks
of the problem considered. Each sensor node $tadperate with a fixed amount of energy. In thisdel the energy levels
adopted based on (Cunha, Silva, and Loreiro 20@etYal. 2002) are the following:

* WSN sensor energy (at the beginning of operatiod)8=J

* The energy of an WSN sensor nod&dtive mode decreases by 0.0165 J every time step (in our@zsy 1 sec)

* The energy of a WSN sensor nodestand-by mode decreases by 0.00006 J every time step (in o easry 1
sec)

The WSN sensor node possible states are:
Plane O

2 - WSN sensor node is attive mode within the neighborhood (WSN sensor coverage area)
1 - WSN sensor node is gtand-by mode within the neighborhood (WSN sensor coverage area)
0 — WSN sensor node mssive (i.e. energy of a node is consumed)

Plane 1:

0.8 - initial energy level of WSN sensor nodes
-1 - WSN sensor node massive (i.e. energy of a node is consumed)
Neighborhood ={ (-1,-1,0) (-1,0,0), (-1,1,0), (0@}, (0,0,0), (0,1,0)( 1,-1,0),(1,0,0),(1,1,0),Q@), (0,0,-1) }

Plane 0 contains the different deployed sensoesodnd it is used to be observed throughout thelation of the
model. Plane 1 was used as “memory” for keepingktd the energy levels of active and stand-by sodde correct de-
crease of energy level and node behavior in theePleis interrelated to Plane 1 which containsséiiesors energy informa-
tion throughout the simulation.

The Plane 0 areas are organized as follows:

Moore’s
neighborhood

Unpopulated area of
the cell-space

EC
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Fig.2 - Plane 0 organization (zones)

TL - Top left rule, sensor node in the top leftroan, i.e. origin coordinate (0, 0)
TC - Top center rule, sensor node coordinates)(@ (0, 9)

BC - Bottom center rule, sensor node coordinat@sX}to (10, 9)

TR - Top right rule, sensor node coordinate (0, 10)

BL - Bottom left rule, sensor node coordinate @),

BR - Bottom right rule, sensor node coordinate (1),

Right rule, sensor node coordinates (1, 10) td @9,

Left rule, sensor node coordinates (1, 0) to (9, 0)

The rest of a cell space is WSN rule, i.e. locahsition rule of the model.

The initial model was organized as shown in FigRe partitioning of the cell space into ‘zones’sadone to experi-
ment with the problem at hand (initially) by isatef the ‘zones’. Hence, easing the task to be spllig observing sensors’
operations at different ‘zones’ (and their intei@t} prior to optimizing the final solution.

When compared to the initial model, the improventlai (refer to Fig.3) are the following:

» Entire cell-space can be populated with sensorsode

e There are no limitations to functionality of the deb (Plane 0 organization)

» Cell space is not divided into zones

» Enables more flexibility to the initial model (recks significantly the code size)

* Randomness was implemented within the model (iblesaus to represent more closely the real-worfdiegtions
related to WSN)

Entire WSN area of the

cell-space is populatsd Moore's

neighborhood

Fig.3 - Plane 0 organization (improved model)

In addition to the existing states present in ittitgal WSN model (described earlier), an additibetate was imple-
mented in Plane 0 of the improved WSN model:

3 — WSN sensor node is typically stand-by mode; however, nodes randomly become active if onevorriodes are active
Within the neighborhood (Moore’s neighborhood cager area); node goes baclst@nd-by mode if the condition is true
(i.e. one or two neighborhood sensors are actotbgrwise it remains in thegtive mode.

2.1 WSN behavior definition

In Plane 0, each Moore’s neighborhood (consisting eells) typically is covered by one active gglith the value of 2) and
the rest of the stand-by cells have a value oftilsivthe passive cells have a value of 0. At tligal stage all the WSN sen-
sor nodes deployed within the WSN network arear@&mted by cell space) are active for several siteps until they con-
figure themselves to active and stand-by mode nodes

In Plane 1, for every time step, the energy oivactells is decreased; the amount of energy edlaibg for any active
and stand-by mode cells before cell dies £0< 0.8. Each cells energy level in Plane 1 serves e$erence (memory) of
the Plane 0 active and stand-by mode cells (reptedéy value of 2 and 1 respectively). Plane érsefo Plane 1 by (0, O,
1), while Plane 1 refers to Plane 0 by (0O, 0,-Iymeorhood coordinate (refer to Fig.4). The neigivopcells which are in a
stand-by mode are represented by the value of Hinnmihe cell, and are also decreased in negligjoientities during the
stand-by mode; The active cells become passive tifégr energy is consumed and are replaced byéighboring cells
which are yet alive (cells currently in stand-byden
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Plane 1

Plane 0

Fig.4 - Cell space definition

The neighboring cells which are in a stand-by enatk represented by the value of 1 within the egltl are also
decreased in negligible quantities during the staydhode; The active cells become passive aftér émergy is consumed
and are replaced by the neighboring cells whictyatalive (cells currently in stand-by mode). Tdell-space in Plane O de-
fines sensor nodes, whilst in Plane 1 energy leoakesponding to each node (refer to Fig.4).

The algorithm steps through each neighborhooddaetties on which nodes stays active and which etoonfigured
as a stand-by nodes; where each neighborhoodlsfisahecked for present active cells by compattiegpresent cell’s val-
ue with the residual energy (which is check refeeehin Plane 1) until they becomes passive (reptedey value of 0 in
the cell space); Afterwards, one of the stand-bght®oring cell is assigned to becomes active, higlrocess continues un-
til all the cells become passive (i.e. the enerpgources of all sensors is consumed). Plane 1 egptla¢ energy levels of
each cell during the simulation as per the spetifios.

The WSN simulation model provides closer approtiomato the WSN topology algorithm by implementatiof ran-
domness within the WSN model; where randomnessindghcy and configuration of nodes play a signifigale in reflect-
ing the key factors in deployed networks, such astaork lifetime, coverage area and ratios ofvactind stand-by sensors
at specific points in time. Randomness was implaeteby adding another rule (refer to the rule 3%e) to the model,
where stand-by cells randomly become active if amg or two active neighbors are active. The actsllts obtained with
the improved model, more closely reflect the reald scenarios and provide better insight intoW@N topology problem.

The problem could be reduced and coded with kess 80 lines of code utilizing the CD++ toolkit aGeéll-DEVS, as
shown in the following figure

[ VBN

type : cell dim (33, 33, 2) delay : transport
border : nowrapped

nei ghbors : (-1,-1,0) (-1,0,0) (-1,1,0) (0,-1,0) (0,0,0) (0,1,0)

nei ghbors : (1,-1,0) (1,0,0) (1,1,0) (0,0,1) (0,0,-1)

localtransition : WBN-rul e
[ VBN- rul e]
rule : { (0,0,0) - 0.0165 } 1000 {cellpos(2)
rule : { (0,0,0) - 0.00006 } 1000 {cell pos(2)
rule : { (0,0,0) - 0.0165 } 1000 {cellpos(2)
rule : 3 1000 {cellpos(2)=0 and (0,0,1)>0 and
( (0,0,0)=1 and (statecount(2)=2 or statecount(2)=1) and randlnt(30)=11) }
rule : 2 1000 {cellpos(2)=0 and (0,0,0) !=0 and (0,0,0) '=3 and (0,0,1) > 0 and (0,-1,0)!=2
and (1,-1,0)!=2 and (1,0,0)!=2 and (1,1,0)!=2 1}

rule : 1 1000 {cellpos(2)=0 and (0,0,0) !'=0 and (0,0,1)>0 and

( (0,-2,0)=2 or (1,-2,0)=2 or (1,0,0)=2 or (0,1,0)=2 or (1,1,0)=2 or

(cellpos(2)=0 and (0,0,0)=3) or (-1,-1,0)=2 or (-1,0,0)=2 or (-1,1,0)=2 ) }
rule : 0 1000 {cellpos(2)=0 and ((0,0,0)=1 or (0,0,0)=2 or (0,0,0)=0) and (0,0,1) <=0}

1 and (0,0,-1) =2}
1 and (0,0,-1) =1 }
1 and (0,0,-1) =3}

3 SIMULATION RESULTS

We executed numerous tests, and in this sectiopresent some of the simulation results obtaineddisxliss their mean-
ing. The Fig.5 shows the graphical representatfdhesensor node states defined in the simulatiodel:
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Plane 0 Plane 1
- Active sensor node - Remaining energy leve! of sensor
node (0€x<0.8 Joules)
Stand-by sensor node E Sensor node energy near
consumption
EI Fassive sensor node Energy of sensor node

COnsu

Fig. 5 - Possible sensor states of the initial Wddel

On the left side of the Fig.5 we have the Planertfiguration, wher@ - indicates that a sensor nodegsive, 1 — indicates
that a sensor node is gand-by mode andO - indicates that a sensor node iassive state (i.e. energy of a node is con-
sumed); while on the right side of the Fig.5 weétwe Plane 1 configuration, whete- is the energy level of WSN sensor
nodes (green cells are the sensor nodes with eneuglgy, while blue color signifies that the sensodes are close to dy-
ing), 1 - WSN sensor node jmassive (i.e. energy of a node is consumed)

The first simulation results presented are shawhig.6 below. Based on the specification, we @the sensor nodes
active at the beginning of the simulation (red ©elvhile the light blue cells represent the unpataa zones within the cell
space.

0o 0 00 08080808 0808 i
— ‘.u.u .......:u -iw 00 08 08 08 08 0.8 08 0800 08
SECE | oo BB BN AR o B oo 06 05 s s 06 08 06 00 OB

[Clshow 20 only Bl BRI BB, o S 00 0 00 06 0 06 06 s 00 08

oo IO S IR A 0 38 o0 05 0508 08 08 08 08 00 08
L F,:,:?:fw .au ......ln .w‘uu 08.08 08 08 08 08 08 00 08

8o 51 R S SRR ISR AR o 88l oo 05 0 0 05 o :
oo R N SRR, o 8o 00 05 05 15 05 05 08 05 00 08
B DI BN o Bos o0 0e e 0 0 ne e as 00 08

0.0 0.0 00 0.0 0.0 00 0.0 0.0 0.0 00 00 0.0 00 0.0 0.0 00 0.0 0.0 08

0.0 5 N F A TR AR BB R o 0 00 05 03 05 08 05 08 03 08 08 00

(» (]

Fig.6- Plane 0 (left, red) and Plane 1 (right, g)g@ior to execution

The following Fig.7 shows the WSN network durirtng tprocess of reconfiguration, where nodes araegrid form a
structure and every neighbor is trying to set sgeresors in active mode while others remain in stand’he Plane 1 stores
the energy level of each sensor node, which candygtored.

Fig.7 - Snapshot of simulations results after Getsteps

Fig.8 shows that the WSN sensors are reconfigaseger the specifications and each neighborhoodviered by typi-
cally one active node while others remain in stagpdnode (energy of each note is decreasing duieh step based on the
model specification).
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Fig.8 - Snapshot of simulations results after fdetunits

Fig.9 shows that several active nodes (from previtep) are now passive (died cells - Plane hemight, gray cells),
while cells that were previously in stand-by mode taking over by becoming active.

Fig.9 - Snapshot of simulations results after G&tunits

In these simulations, all the sensor nodes beqmamsive after 197 time steps. By comparing theresdlt of our simu-
lation and the results obtained in (Cunha, Silvel kBoreiro 2005) in particular, the number of aetsensors after 200 time
units), it can be observed that after approxima2él§y time steps all the active sensors becomeveagss energy of all nodes
is consumed). Hence, the simulation results obtineour model very closely reflect the same bedrafiie. after 197 time
units the active sensors become passive). Thesksrean be seen in Fig.10.

MNumber of active sensors with algorithm Number of sensors alive with algorithm
126 120
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& g ‘l | 2w ‘\\
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o ‘I.. | o ‘|
o 40 100 150 00 250 o s0 00 150 200 250
Time Time
Humber of adive | alive sensors in the worst case Area covered by sensor network
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o 100 100 Y
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g 4 ]
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Fig.10 - Graphical representation of the Initial M/Simulation results using Cell-DEVS
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From the Fig.10 it can be observed that in thestvoase scenario (bottom left graph), when all eate active all
the time, the sensor nodes die after 48.48 times (where the energy of a node in each step isucoed by 0.0165 J and the
initial level of sensors’ energy is 0.8 J), whildhen using the Topology Control Algorithm, whereesttd sensor nodes
within a Moore’s neighborhood are alive (top lefah), the number of alive/active sensor nodesedsess gradually, ex-
tending the life of sensor nodes to 197 time ufdtp right graph) and the coverage area (bottoint iggaph).

Our following results present an improved versofrthe WSN model, in which we use the followingtlie graphical
representation of the sensor node states defintbihvhe simulation model:

Plane 0 Plane 1
- Active sensor node Remaining energy level of sensor
. node (0£X <08 Joules)

- Randomly active sensor
E Sensor node energy near

Stand-by sensor node consumption
Energy of sensor node
EI Passive sensor node consu

Fig.11 - Possible sensor states of the improved Wishel

With respect to the initial model (refer to Fig.5),representing the sensor node states of theowedrmodel, we have
added an addition sensor state to indicate theoralydactive sensor nodes, as depicted in Fig.11.

This model provides closer approximation to theNAt8pology algorithm by implementation of the randwess within
the WSN deployed. The actual results obtained, ralorgely reflect the real-world scenarios and pdevbetter insight into
the WSN topology problem and how efficiently simif@oblems can be implemented utilizing Cell-DEM&&CD++ tool-
kit. The improved model is quite easy to modifyondler to simulate different sizes of WSN netwotksthis case, it requires
to change only the valuesandm (i.e., one line of specificatiomlim : (n, m, 2wheren is the number of columns amalis
the number of rows in the model and provide thérddsnitial energy levels for the sensor nodesje Example below (refer
to Fig.12) represent the simulation model for WSNB8Bere the cell space is constituted by 33 rovws3hcolumn, and the
total number of cells (sensor nodes) is 1089.

st | | Lowd weoel |
] w

Fig.12 - Snapshot of Plane 0 (left, red) and Plarght, green) prior to execution

The following figure shows the 33 x 33 WSN netwadiking the process of reconfiguration, where nattestrying to
form a structure and every neighbor is trying tossene sensors in active while others remain indstey mode. Some of the
stand-by nodes are randomly awaken (in Fig.13 tleét,cells in blue in Plane 0). In case that onmig or two sensor nodes
are active, stand-by nodes randomly become actidereturn to stand-by mode only if one or two meseasor nodes are
currently active within the neighborhood. On tharf® 1 data (refer to Fig.13 right), we can seeettezgy level of each sen-
sor node up to this time step (see in green, itidigdhat the energy levels x of sensor nodes»ared.05J).
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:::::::::::l.::::

Fig.13 - Snapshot of simulations results afteridf tunits

Studying the simulation results of this Cell-DEX®del (presented in Fig. 14 and Fig 15), we casdeethat the cover-
age area by sensors is reduced after 134 time, stdyen more and more nodes become passive (asetheigy is con-
sumed). As time progresses, there is a smaller@frda WSN cell-space covered. Finally, after 193 units, the WSN
cell-space becomes passive. Similar, results watiareed when WSN22 and WSN11 were simulated.

Fig.14 - Snapshot of simulations results after ti3w units

Fig.15 - Snapshot of simulations results after thé# units

Fig.16 below shows the number of active sensorsugetime within the WSN network; evaluated for W&&ployment
scenarios within two dimensional cell-spaces, usieli-DEVS:

a) WSNL11 - representingjlx11cell-space, with 121 sensor nodes
b) WSN22 — representinglx22cell-space, with 484 sensor nodes
c) WSNS33 - representing3x33cell-space, with 1089 sensor nodes
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Number of active sensors with the algorithm
1200
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800

\ ——WSNI11
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WSN22
——WSN33

Active Sensors

400

200

Time

Fig.16 - Number of active sensors with the algonitiising Cell-DEVS

As we can see, the number of active sensors desedter the configuration of sensor nodes, fotigwhe deployment,
after which, redundancy is reduced by having omlg active node within the Moore’s neighborhood (@/loither nodes are
in stand-by). In addition, within each Moore’s ndigrhood, the stand-by nodes become active randandyremain active
if no sensor is active or return to stand-by mddmy sensor node is still active. The results ioleté provide clear indication
that network lifetime is increase approximatelydywhich was shown also in (Cunha, Silva, and Lror2D05).

Number of stand-by sensors with the algorithm
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700 / \
» 600
g
2 500 WSN22
& 200 ——WSN33
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2 300 / \

200

100
— |

0

0 50 100 150 200 250

Time

Fig.17 - Number of stand-by sensors with the atbariusing Cell-DEVS

On Fig.17, it can be observed that the numbetasfdsby sensors increases while the WSN cell-sigabeing config-
ured, and starts to decrease as the active semsmgy is consumed (refer to Fig.16) hence stamsehsors become active.
Similarly, in Fig.18 we can be observe that the banmof sensors alive is at it maximum when the &tien starts (i.e. all
the WSN sensor nodes are active) and starts slbedseasing as the time progresses.

Number of sensors alive with the algorithm

1200

N

1000

——WSN11
WSN22
——WSN33
400
200
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 pRE—
0

Active Sensors
@
<}
1S}

Fig.18 - Number of sensors alive with the algorithemg Cell-DEVS
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An important aspect considered in WSN networkthés coverage area, which is closely related toattteve sensors
within the cell-space. When the redundancy of senedes within the WSN is controlled, the netwaf&time is prolonged;
hence wider coverage area is maintained for a lotirge, as shown by the simulation results in Fg.1

Area covered by sensor network

120

100

A A
80

——WSN1
60 WSN22

——WSN33
40

o \

Coverage (%)

Time

Fig.19 - Sensor network coverage area (%) usingQEVS

Finally, in Fig.20 we can see the number of actigasors in the worst case scenario when WSN saonsles are active
the entire time until the energy of sensors is aored just before time 50; the network lifetime pproximately 4 time less

in comparison to the implementation of WSN topolagntrol algorithm using Cell-DEVS (refer to Fig,1big.18 and
Fig.19).

Number of active/alive sensors in the worst case

1200

1000

——WSN33
——WSN11
WSN22

Active Sensors
@
=
3

Time

Fig.20 - Number of active sensors with the algonith

4 CONCLUSIONS

The objective of this paper was to simulate a [Ageeless Sensor Network (WSN) using Cell-DEVS,itmplementing the
Topology Control Algorithm as presented in. By atve®y and evaluating the behavior of WSN simulatioadel, under dif-
ferent test scenarios, it was proven the effecggsrof Cell-DEVS and the CD++ toolkit, as an eléggproach to model,
simulate and analyze, in this case the WSN topopwghlem.

The initial WSN model was further enhanced in ortdeprovide closer approximation to the WSN toggl@lgorithm
by implementation of the randomness within the W&gloyed. In addition, modification and simplifizat of model was
done, where cell-space is not divided into zonkswing more flexibility to model any possible WSi¢ll-space configura-
tion (entire or partial cell-space populated wigmsor node).

The actual results obtained with the improved madere closely reflect the real-world scenarios @novide a better
insight into the WSN topology problem, in partiaulAs it was observed in section 3, the complegityhe problem can be
simplified and coded with less than 30 lines ofesadtilizing CD++ toolkit and Cell-DEVS approachhilst similar problem
if implemented in C/C++ (or any other high levebgramming language) could possibly take up to s¢verndreds or per-
haps thousands of lines of code (based on the mgitation approach taken). Thus, proving how effitty complex prob-
lems of similar nature can be implemented simulatedi analyzed utilizing CD++ toolkit and Cell-DE&Bproach.
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