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Abstract

The fundamental challenges of existing cellular wireless networks are the exponential
demand of mobile data traffic, higher data rates, massive numbers of user-coverage and
lower latency. Moreover, the next generation of wireless cellular networks also consider
potential use cases, such as autonomous vehicle control, smart cities, remote surgery and
eHealth, tactile internet, etc. To address these challenges and potential use cases, hetwork
densification such as ultra-dense heterogeneous networks (UDHetNet) and multi-cell
cooperation are considered as the foundation to support the 1000x capacity challenge in

the next generation wireless cellular networks.

In this thesis, we study the coordination architecture and mobility management of multi-
cell cooperative communications and present novel algorithms to improve the performance
of multi-cell cooperative cellular networks. We propose DCEC: Direct CS-feedback to
Elected Coordination-station, a CoMP coordination architecture for cooperative
communication to improve the performance of cellular networks, reducing the signaling
overhead and latency. We extended the DCEC approach to heterogeneous cellular
networks named DCEC-HetNet as well. We also propose a handover procedure for
heterogeneous multi-cell cooperative cellular networks named EHoLM: Enhanced
Handover for Low and Moderate speed UEs. The goal of the EHoLM handover procedure
is to improve the system performance and user experience, reducing the number of
handovers, handover oscillation and handover failure rate. To examine the performance of
the proposed algorithms we use the discrete event system specifications (DEVS) for

modeling and simulation of cellular networks employing the DCEC and EHoLM methods.
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Simulation results show that the proposed algorithms have potentials to improve the

performance of cooperative cellular networks compared to the conventional methods.

We also study the verification and validation (V&V) process of simulation models. A
revised lifecycle of modeling and simulation (M&S) has also been presented that
accommodates both formal and conceptual approaches of the verification and validation
(V&V) process. Finally, how we validated the simulation models we developed for

analyzing the proposed algorithms has been presented.
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1 Chapter: Introduction

Communications is an inherent need for human interactions. Guglielmo Marconi first
demonstrated radio’s ability to provide communication on the move in 1897. Since then
wireless communications methods and services have evolved remarkably. The cellular
networks or mobile networks provide wireless communication to the users located within
the radio coverage of the system. The networks accommodate a large number of users, by
breaking the coverage area down into many small areas caled cells, within a limited
frequency spectrum. Each cell has at least one fixed transceiver named Base Station (BS)
or evolved Node B (eNB). Cellular networks started with voice communication services,
allowing the usersto talk using mobile phones. Gradually, with the devel opment of cellular
technology, it introduced new services and applications such as text messaging, data

transmission and reception, real-time streaming, social networks, online gaming etc.
1.1 Motivation

Smart devices and the mobile internet have unveiled a new world with unbound
possibilities. The telecommunication industry has witnessed an explosion in a wide range
of applications and services such as video streaming, network gaming and socid
networking, these have become part of people’s life. As a result, the number of mobile
broadband users, the demand for datarates and the total volume of datatrafficisincreasing
very fast. The number of mobile broadband subscriptions is growing globally by around
25% each year, and it is expected to reach 7.7 billion by 2021 [1]. The growth rate of
mobile data traffic between the fourth quarter of 2016 to the fourth quarter of 2017 was

about 55 percent and it is expected to reach 48.3 Exabytes per month by 2021 [2, 1].
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Moreover, the next generation of wireless cellular networks also considers potential use
cases, such as autonomous vehicle control, smart cities, remote surgery and eHealth, tactile
internet etc. Dueto theseissues, 5G networks are expected to support an enormous number
of connected devices, high bandwidth, being ultra-high reliable, ultra-low latency,
minimum signaling overhead, energy efficient and almost with 100% coverage [3, 4].
Therefore, to keep the user experience at a satisfactory level by achieving the above goals,

we need to provide new cellular agorithms and technologies.

In this context, network densification such as ultra-dense networks (UDN) or ultra-dense
heterogeneous networks (UDHetNet) and multi-cell cooperation are considered as the
foundation to achieve the data traffic growth needed [5, 6, 7]. UDHetNets are comprised
of different types of wireless access nodes with different capabilities. It consists of
coexisting macrocells and low-power nodes such as remote radio head (RRH), pico eNB
(PeNB) and home eNB (HeNB). We will discuss different types of nodes in Chapter 2 in
details. These low power small cells can reduce the load of the macrocells, increase the

network capacity and improve the user performance at the edge of the cells.

However, in ultra-dense networks, two technical challengesareinter-cell interference (1Cl)
coordination and mobility management due to the dense deployment of small cells, and the
randomness of the network topology [8]. Mobility management or handover is essential to
provide a seaml ess connection to the usersin the move. The handover comes at the expense
of system overhead. In HetNets, due to alarge number of small cells and different types of
backhauling, the number of handovers and handover failures will increase significantly.
The increase in the number of handovers in HetNets compared to a macro only networks

could be 120 % - 140 %, depending on the speed of the user equipment (UE) [9]. In
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UDHetNet, the number of handovers could be even higher depending on the density of the
networks. Therefore, reducing the number of handovers and handover failure rate in
UDHetNet is a challenge, which is one of the research goals of this thesis work. Intercell
interference coordination (ICIC) is also of high importance [10]: as the number of cells
increases, the total number of users located on the edge of the cells increases, and at the
cells’ edges, the users experience lower signal strength and higher interferences from the
neighboring cells. Thus, this dense deployment of the networks needs advanced
interference mitigation techniques in order to coordinate, cancel or exploit such

interference.

In order to improve the performance of cellular networks by mitigating intercell
interference, multi-cell cooperation or coordinated multipoint (CoMP) transmission and
reception is considered as an effective method, especially for cell edge users[11, 12, 13].
The idea of CoMP is to evolve from the conventional single-cell multi-user system to a
multi-cell multi-user system, so that the UEs close to the cell edge can be served by
multiple base stations. In CoM P-enabl ed systems, the base stations (BS, al so called evolved
Node B — eNB) are grouped into CoMP cooperation set. The eNBs of each of the
cooperation set exchange information among them, and they process signals and provide
services to the usersjointly. As aresult, the UES can receive their signals simultaneously
from one or more transmission points in a coordinated or joint-processing method, which
can improve data rate coverage and cell edge throughput [14, 15]. Though the idea of
CoMP was introduced in LTE-Advanced networks, it is aso considered as a key feature
for future dense cellular networks to improve the spectral efficiency, throughput and cell

edge performance [16, 11]. Moreover, 3GPP release 14 aso included CoMP in the study
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item for further enhancement focusing on the future dense networks [12]. Therefore,
although by now there has been some research done on CoMP for 3GPP LTE-Advanced

networks as a new 1CI management technology, it should be further investigated.

In a CoMP enabled network, the scheduler needs accurate and updated channel state
information (CSI) for adaptive transmission, as well as appropriate radio resource
management (RRM) [14, 17]. In order to provide thisinformation to the scheduler, the UEs
estimate the CSI and report it to their serving eNB periodically. The coordinated eNBs
exchange the received CSI and/or data among them providing services to the UE.
Accordingly, the CSI feedbacks increase the signaling overhead into the networks and
feedback latency significantly that requires high bandwidth backhaul [14, 15, 18, 19, 20].
Moreover, the networks may require additional control units and low-latency links among
the collaborating eNBs known as infrastructural overhead, which might increase the
network costs [15, 21, 22]. The overhead depends on the CoMP coordination architecture.
According to the literature, there are two types of coordination architectures available:

centralized and distributed [21, 22, 23, 19].

In the centralized architecture, a central unit is responsible for handling radio resource
scheduling by processing the CSI feedback information from the UES. This architecture
suffers from signaling overhead and infrastructure overhead. It also increases the latency
of the CSI feedback. In the distributed architecture, the coordinated cells exchange data
and CSl over a fully meshed signaling network using X2 interfaces and a star-like S1
network. This architecture also increases the signaling overhead into the network. These
signaling overhead and latency are the key causes for performance degradation of

cooperative cellular networks [22, 11]. Therefore, signaling overhead and CSI feedback
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latency reduction is another goal of this thesis work. We discussed details about the
centralized and distributed architecture in Section 2.3.6. However, in a practical system,
several challenges emerge, among which in this research we focus on CSI feedback
overhead and latency, and mobility management. We discussed more detail about current

research challenges of CoMP and UDHetNet in Chapter 2.

1.2 Objectives

The objective of the research is to develop a new coordination architecture in order to
minimize the signaling overhead and feedback |atency, and enhance the handover process
for cooperative communication that eventually will improve the performance of cellular

networks. More precisely, this research aims to achieve the following objectives:

e Propose an efficient coordination architecture for coordinated multipoint (CoMP)
communications for reducing signaling overhead and channel state information

(CSl) feedback latency.

e Propose an enhanced algorithm for handover process in the next generation dense
heterogeneous cellular networks to minimize the number of handovers, handover

oscillation and handover failure rate.

e Develop smulation models for cellular networks employing the proposed

algorithms using discrete event system specifications (DEVS).

e Evauate the proposed methods to see how well the algorithms improve the
performance of cellular networks by reducing the control plane load and latency

within the system.
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We achieved our research objectives that are aready patented and published in peer-
reviewed journals and conferences as presented in Section 1.4. There are potential
opportunities to extend this work that will be discussed in the conclusion and future work

chapter.

1.3 Contributions

In thisthesis, we present a CoM P coordination architecture named Direct CS-feedback to
Elected Coordination-station (DCEC) [24, 25, 26], with the aim of reducing the signaling
overhead and latency of the CSI feedback, which eventually will increase the throughput
of the cellular networks. In this architecture, one of the cooperating eNBs in the COMP
cooperation set, elected dynamically, will act as a coordination station (CS), and the UEs
in the same CoMP cooperating set will send the CSI feedback to this CS only. Thereon,
the CS will calculate the CSI information of all the participating UES, determining the
cooperating set, and will be in charge of scheduling. It should be noted that a cooperating
set isaset of eNBs and RRHSs, directly and/or indirectly participate in the transmission and
reception process of a UE [27]. In Section 2.3.2, we discussed more details about CoMP
sets. Therewill also be no additional hardware necessary for this solution. So, the costs for
switching to such architecture should be small. We extended the coordination architecture
for heterogeneous cellular networks named DCEC-HetNet. This research was carried out

in collaboration with Ericsson Canada and the ideais already patented [24].

In order to analyze the performance of the DCEC architecture, we built simulation models
and ran simulations of various scenarios suggested by the 3GPP specifications. The 3GPP
mobile broadband standard proposed and agreed four different network scenarios for

CoMP for further study [27, 28]. We discussed different types of scenario in Chapter 2.
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We built simulation model and ran simulations for two other conventional architectures as
well: centralized and distributed, using discrete event system specifications (DEVS)
formalism for different scenarios [29]. A very brief discussion about DEVS is presented in
Appendix C. DEVS is a powerful formal modeling and simulation methodology for
discrete-event dynamic systems. Simulation results show that DCEC architecture reduces
the number of control messages transmitted within the CoMP cooperation networks.
Although it requires more control messages to elect the CS in the beginning, it outperforms
the other two architectures as time advances. Furthermore, in DCEC architecture the CSI
feedback does not need to travel through X2 or S1 links, which reduces the feedback
latency as well. The details about the DCEC coordination architecture for cooperative

cellular communication is presented in Chapter 3.

We also proposed a novel handover method named EHoLM: Enhanced Handover for Low
and Moderate speed UEs for future generation dense heterogeneous cooperative cellular
networks [30, 31]. In EHoLM, we use control plane and data plane separation for the UES
that are within the CoM P transmission and reception. The CoM P transmission reduces the
inter-cell interference; hence, the signal quality of the serving cell remains better than the
conventiona transmission for a UE. Therefore, in the EHoLM handover, the handover
criteria will not be satisfied until a UE moves from a CoMP to a no CoMP region of
different eNB or to a different CoMP set without the current serving eNB instead of the
conventional handover criteria (A3 event). The A3 event is discussed in Chapter 4.
Simulation results also clearly show that the EHoL M handover method reduces the number
of handovers and handover oscillations. The reduction of handover will improve the

network performance aswell asthe reduction of handover failurerate will improve the user
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experience. The number of handovers, handover oscillations and the handover failure rate

are the three key performance metrics to evaluate a handover process [9, 32].

To study the potential of the EHOLM handover procedure, we considered the HetNets
scenarios suggested in [9, 32]. We designed a DEVS simulation model to examine the
performance of EHOLM in dense heterogeneous cellular networks. We ran a series of
simulations on both EHoL M and the conventional handover process. The simulation results
show that the proposed handover process significantly reduces the number of handovers

and handover oscillations in heterogeneous cellular networks.

As we stated before, for modeling and simulation (M&S) we used DEV S formalism and
the CD++ toolkit that implements DEV S theory [33, 34]. We discussed very briefly about
the DEVS in Appendix C. To ensure the credibility of the smulation results we should
verify and validate the ssimulation model. In thisthesis we provide agenera understanding
of how simulation mode can be verified and validated. A revised lifecycle for modeing
and simulation accommodating both conceptual and formal approaches of verification and
validation (V&V) process has aso been presented. Moreover, we also present how we

verified and validated the simulation model s we devel oped and used in our research.

1.4 Related Publications

The proposed coordination architecture and enhance handover process are published in
peer-reviewed conference proceedings, journals and patented in collaboration with
Ericsson Canada. In particular, the publications | have during the PhD study period related

to my thesis are listed below based on the date of publication in a descending order.
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Patent:
[P1] Kazi, Baha Uddin, Gabriel Wainer, Gary Boudreau and Ronald Casselman,
"Coordinated Multi-Point (CoMP) Method and Systems Using a Coordination

Sation," U.S. Patent P47112, 2015

Journal articles:
[J4] Kazi, Baha Uddin, and Gabriel Wainer. “Coordinated Multi-Cell
Cooperation with User Centric Dynamic Coordination Sation,” Wireless

Networks, Springer, 2018. (Submitted)

[J3] Tavanpour Misagh, Baha Uddin Kazi, Gabriel. Wainer, “Discrete Event
Systems Specifications for Modeling and Smulation of Wireless Networking
Applications,” International Journal of Numerical Modeling: Electronic Networks,

Device and Fields, John Wiley & Sons, 2018. (Revisions submitted).

[J2] Kazi, Baha Uddin, and Gabriel Wainer. “Next Generation Wireless Cellular
Networks. Ultra-Dense Multi-Tier and Multi-Cell Cooperation Perspective,"

Wireless Networks, Springer, 2018: 10.1007/s11276-018-1796-y.

[J1] Kazi, Baha Uddin and Gabriel Wainer. "Integrated cellular framework for
modeling ecosystems. Theory and applications." SIMULATION: Transactions of

The Society for Modeling and Simulation International, 2017: 0037549717706007.

Conference articles:
[C7] Kazi, Baha Uddin, and Gabriel Wainer. "Handover oscillation reduction in

ultra-dense heterogeneous cellular networks using enhanced handover approach,”
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In Proceedings of the 21st Communications and Networking Symposium (CNS-

2018), Society for Computer Simulation International, ACM, 2018.

[C6] Kazi, Baha Uddin, and Gabriel Wainer. "Handover enhancement for LTE-
Advanced and beyond heterogeneous celular networks,” In Proceedings of
International  Symposium on Performance Evauation of Computer and

Telecommunication Systems (SPECTS-2017), pp. 1-8. IEEE, 2017.

[C5] Wainer, Gabriel, Mohammad Etemad, and Baha Uddin Kazi. "Modeling
Coordinated Multipoint with a dynamic Coordination Sation in LTE-A mobile
network," In Proceedings of 14th IEEE International Conference on Networking,

Sensing and Control (ICNSC-2017) pp. 807-812. IEEE, 2017.

[C4] Kazi, Baha Uddin, Gabriel Wainer, and Victor Guimaraes da Silva
"Modeling and simulation of user mobility and handover in LTE and beyond mobile
networks using DEVSformalism," In Proceedings of the 20th Communications and
Networking Symposium (CNS-2017), p. 1. Society for Computer Simulation

International, ACM, 2017.

[C3] Kazi, Baha Uddin, and Gabriel Wainer. "Formal modeling and simulation to
analyze the dynamics of malware propagation in networks using Cell-DEVS" In
Proceedings of the 20th Communications & Networking Symposium (CNS-2017),

p. 6. Society for Computer Simulation International, ACM, 2017.

[C2] Kazi, Baha Uddin, Mohammad Etemad, Gabriedl Wainer, and Gary

Boudreau. "Sgnaling overhead and feedback delay reduction in heterogeneous
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multicell cooperative networks,” In Proceedings of International Symposium on
Performance Evaluation of Computer and Telecommunication Systems (SPECTS-

2016), pp. 1-8. |EEE, 2016.

[C1] Kazi, Baha Uddin, Mohammad Etemad, Gabriedl Wainer, and Gary
Boudreau. "Using elected coordination stations for CS feedback on CoMP
downlink transmissions,” In Proceedings of International Symposium on
Performance Evaluation of Computer and Telecommunication Systems (SPECTS-

2016), pp. 1-8. |EEE, 2016.

1.5 Outlineof TheThesis

The rest of this thesis is organized as follows:. in chapter 2, the background of mobile
networks and the different generations of mobile systems are discussed. In addition, we
provide an extensive review on the related works that have been done in the same area
(CoMP and UDHetNet) as the topic of thisresearch. In Chapter 3, we presented the DCEC
coordination architecture for multicell cooperative cellular networks. We discussed the
DCEC approach in the context of both homogeneous and heterogeneous cellular networks.
The EHoLM handover procedure is described in Chapter 4. In addition, in this chapter,
simulation scenarios and results are al so presented. The verification and validation (V&V)
of the models are presented in Chapter 5. A common framework for both formal and
conceptual V&V process has also been presented in this chapter. Finally, we conclude in

Chapter 6 with some potential future directions of the research work.
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2 Chapter: Background and State of The Art

The word “telecommunication” is derived from the Greek word “tel€”, meaning distance
and the word ‘“communicate”, meaning sharing. Human being throughout the years
communicated using different available technologies. As time passed, technology
advanced gradually, and telecommunication networks are now reliable and efficient.
Nowadays, telecommunication networks encompass mobile networks, fixed line networks
and internet with different services and applications. In thisthesis, we use mobile networks

or cellular networks interchangeably.

In this chapter, we have made an extensive literature review on next generation 5G wireless
communication focusing on ultra-dense heterogeneous networks (UDHetNets) and
multicell cooperation. We first discuss the architecture and key technology enablers to
achieve the goals of the 5G system discussed before. Subsequently, we discuss the state-
of-the-art on UDHetNets and CoM P, and we give a categorization of the different methods.
Finally, we discuss the major research challenges and open issues that require further

investigation in this active area of research.

The overall architecture of LTE (long-term evolution) and LTE-Advanced cellular
networksis shown in Figure 1(a) [35]. It consists of core networks or EPC (evolved packet
core) and radio access networks or E-UTRAN (evolved universal terrestrial radio access
network). The next generation 5G cellular networks architecture is shown in Figure 1(b).

In thisarchitecture, EPC is specified as 5G core network (5GC) and E-UTRAN is specified
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as next generation radio access network (NG-RAN) to embrace next-generation

technologies with LTE.
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Figure 1: Overall architecture of cellular networks current and future

The major components in the LTE access network are eNBs (evolved Node B) and UEs
(users’ equipment). The eNBs or the base stations provide radio coverage over a
geographical area and relay packets between the core network and mobile devices. The
UEs, mobile devices within the coverage area are connecting to each other and to the eNBs
by means of radio links. The eNBs are interconnected to each other through X2 interfaces.
Moreover, the eNBs also connect to the EPC by means of Sl interfaces. In the next
generation cellular networks, next-generation radio access networks (NG-RAN) consists
of gNBs (next generation Node B), ng-eNBs (next generation evolved Node B) and UEs.

The gNB provides new radio (NR) user plane and control plane termination towards the
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UE. The ng-eNB provides E-UTRAN user plane and control plane termination towards the
UE. The gNB and the ng-eNB are interconnected by means of Xn interface. The gNB and
the ng-eNB connect to the AMF (access and mobility management function) through the
NG-C interface and to the UPF (user plane function) through the NG-U interface [36].
Finally, the core network connects access network to the wired Internet or the public

telephony systems.

The advances in wireless technol ogies and radio spectral efficiency aswell as the demand
for data rate, mobility and coverage lead to the development of the cellular networks.
History has shown that the cellular technol ogy undergoes amajor shift nearly every decade.

In the following section, we discuss the evolution of cellular networks briefly.

2.1 Evolution of Céelular Technologies

Four generations of cellular technol ogies have been adopted up to now. A new generation
has emerged approximately every decade roughly since 1980. A brief overview of the

technological evolution of the cellular networksis as follows:

2.1.1 First Generation

The 1% generation of cellular communication was introduced in the late 1970s. It was a
basic analog system and it was designed for the voice communications. The frequency band
used in the system was 800MHz and the data rate of the system was 2.4 kbps. These
systems were based on circuit switching technology, which uses frequency modulation
(FM), frequency division multiple accesses (FDMA) and a bandwidth (BW) of 30 kHz.

Major subscribers of this generation of cellular networks were the advanced mobile phone
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system (AMPS) in North America, the total access communication system (TACS) in the
United Kingdom, the Nordic mobile telephone (NMT) in Scandinavia, and the Japan total
access communication system (JTACS). It has many disadvantages such as low quality,
lack of security, limited subscribers, slow handover, poor battery life, while being limited
to voice service. Moreover, the systems were incompatible to have a unified international

standard [3, 37, 38].
2.1.2 Second Generation

The 2™ generation system was announced in the early 1990s. Digital technology was first
introduced in this generation. The global system for mobile communications (GSM) was
the first 2™ generation cellular system with a data rate of up to 9.6kbps. It used gaussian
minimum shift keying (GM SK) modulation, time division multiple access (TDMA), and
provided a bandwidth of 200 kHz. To improve the data rate of the 2™ generation cellular
networks, general packet radio services (GPRS) was introduced. GPRS uses packet
switching technology and it is considered “2.5G”. Subsequently, the enhanced data GSM
environment (EDGE) provided a data rate of up to 200 Kbps [38, 39, 3]. The carrier
frequencies (CF) used in this system was 850MHz, 900MHz, 1800MHz or 1900MHz. This
generation had some advantages over the 1% generation such as enhanced services,
improved security, better handset battery lifetime and most importantly, a unified

international standard for mobile communication that prompted the growth of mobile
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communications worldwide. However, the 2" generation mobile phone suffered from low

datarate, it could not handle complex data, a reduced network coverage etc. [3, 40].

2.1.3 Third Generation

The third generation (3G) of cellular systems was announced in early 2000. It introduced
internet access and video and audio streaming capabilities. Moreover, globa roaming and
improved voice quality made the 3G systems widely used. It uses wideband code division
multiple access (WCDMA) and high-speed packet access (HSPA) technologiesto improve
the performance. The 3 generation partnership project (3GPP), cellular standardization
body released the evolved HSPA standard (known as HSPA+) in late 2008 for further
improvement [3, 38]. Thisgeneration of cellular systems uses frequency bands of 800MHz,
850MHz, 900MHz, 1800MHz, 1900MHz or 2100MHz. The 3G cellular systems use a
bandwidth of 5SMHz and improved data rate providing up to 30Mbps [37, 41, 39]. It starts

providing services combined mobile access with internet protocol (1P) based services.

214 Fourth Generation

The 3GPP introduced long-term evolution (LTE), a4G system in the late 2010s. 4G isthe
current generation of cellular networks. The 4G networks use orthogona frequency-
divison multiplexing (OFDM) radio access technology and it supports transmission
bandwidths of up to 20MHz. The frequency bands used in this system is 1.8GHz and
2.6GHz. The intended peak data rate of LTE networks was up to 1Gbps while it achieves
300 Mbps [39]. However, the demand for data traffic is increasing rapidly. The global
mobile data traffic will grow closely eightfold from 2015 to 2020, reaching 48.3 exabytes

per month by 2021 from 3.7 exabytes in 2015, according to arecent CISCO report [42, 2].
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Because of the demand for mobile data traffic, the 3GPP introduced LTE-Advanced
cellular networks. The three main areas of research in LTE-Advanced include
heterogeneous cellular networks (HetNets), enhanced spectral efficiency, and spectrum
extension. A HetNet iscomprised of different types of wireless access nodes with different
capabilities such as macro, pico and femto nodes. We will discuss different types of nodes
in the context of ultra-dense heterogeneous networks in Section 2.2.1. This approach is
intended to improve network coverage and to increase the spectrum reuse. Coordinated
multipoint (CoMP) transmission & reception is another important scheme that improves
the spectrum efficiency by mitigating the inter-cell interference (ICl) [35, 39, 37]. Table
1 summarizes the major features of the different generations (1G to 4G) of cellular

networks discussed.

Table 1: Key features for different generations (1G to 4G) of cellular networks
Generations

2nd G 3rd G

Y ear

Late 1970s Early 1990s Early 2000 Mid 2010s

Introduced
%rVIce . . . . . .
Anaog Digital Digital Digital
Technologies
SWiteallie@ Circuit Circuit / Packet | Packet Packet
Advanced Global System
Long Term
Mobile Phone | for Mobile Universal Mobile
Evolution
System communications | Telecommunication
(LTE) and
(AMPS), (GSM), System (UMTYS)
LTE-
Total Access General Packet
Advanced

Communication | Radio Services
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System
(TACS),
Nordic Mobile
Telephone
(NMT)

(GPRS),
Enhanced Data
GSM
Environment

(EDGE)

Access

Technologies

Time Division

Wideband Code

Division Multiple

Carrier

Frequency

Bandwidth

Data Rate

Applications [RYfeles

Frequency Access (WCDMA), | Orthogonal
Multiple Access
Division Code Division Freguency
(TDMA) and
Multiple Multiple Access Division
Code Division
Accesses (CDMA) 2000, Multiplexing
Multiple Access
(FDMA) High-Speed Packet | (OFDM)
(CDMA)
Access (HSPA) and
HSPA+
800MHz, 850MHz,
850MHz,
900MHz,
900MHz, 1.8GHz and
800MHz 1800MHz,
1800MHz and 2.6GHz
1900MHz and
1900MHz.
2100MHz
30KHz 200 kHz 5MHz 20 MHz
2.4 kbps 10-200 kbps | 0.3-30 Mbps 0.7-1 Gbps
Voice, Data,
Voice, Data, Video
Video call,
Voiceand Data | cal, Mobile TV
Mobile TV,
etc.
Online
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gaming,
Video
streaming

etc.

However, the number of mobile subscribers increases every day, the demand for the data
rates doubled every year and new bandwidth-hungry & low latency applications and
services are introduced often [1, 6]. These are the factors that are considering the major

drivers towards a new generation such as the 5G systems.

2.15 Next Generation Wireess Cellular Networks

The fifth generation (5G) cellular networks have received significant attention from both
academiaand industry, asthey are intended to overcome the challenges of existing cellular
systems, such as the exponentia growth of data traffic, coverage, lower latency, energy
consumption, reliability, and cost. Merging the different research works by academia and
industries, the aim of the next generation 5G networksisto provide approximately a system
capacity of 1000 times higher, 10 timesthe datarates, 25 timesthe average cell throughput,
5 times reduced latency and 10 times longer battery life compared to the 4G networks [43,

44, 40, 45, 46, 47].

The 5G requirements and vision are derived from a set of requirements and potential use
cases set by severa industries and research bodies. For example, autonomous vehicle
control enables driverless cars, which can improve traffic safety, increase productivity, and
so on. Remote surgery and eHealth will provide us remote health monitoring such as
electrocardiography (ECG), blood pressure, blood glucose and surgery for disaster
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response. In case of remote surgery, it is crucia for the surgeon to get the correct control
and feedback with very strict requirements in terms of latency, reliability, and security.
Moreover, smart cities will need remote monitoring of real-time traffic system, public
safety, pollution, etc. The aggregation of all of these services leads to a very high density
of interconnected devices with distinct characteristics in a communication framework.
Figure 2 summarizes the key enablers, challenges, expected values, and some promising

applications of the next generation of wireless cellular networks [45, 48, 47].
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To achieve these goals, the 5G cellular networks will adopt a set of new technologies. In

the next subsection, we briefly discussed different key technology enablers adopted.

2151 5G Key Technology Enablers

Asdiscussed in the earlier section, it isunlikely that one technology enabler will be ableto
fit al use cases and applications. Therefore, based on severa research results, different
promising concepts have been identified. Ultra-dense network (UDN) or ultra-dense
HetNet (UDHetNet), nonorthogonal multiple access (NOMA), massive multiple inputs
multiple outputs (Massive-MIMO), coordinated multi-point (CoMP) communication,
device to device (D2D) and machine to machine (M2M) communication, millimeter wave
(mm-Wave) communication, energy harvesting, software-defined networking (SDN),
network function virtualization (NFV) and cloud RAN (C-RAN) are the key enablers for
next-generation cellular networks. However, the key focus of the access network enablers
is to improve the system bandwidth, spectral efficiency, and coverage. Figure 3 shows a

simplified general architecture of the next generation cellular access networks.
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Macro eNB  Pico eNB  Femto eNB

Figure 3: A simplified general architecture of 5G wireless cellular access networks

The ultra-dense heterogeneous network (UDHetNet) is one of the leading enablers, which
is considered the foundation of 1000 fold data traffic growth [5, 6, 7]. It is a multi-tier
network that includes legacy high-power macro cells and very dense low power small cells
such as picocells, femtocells, relays and RRHs. The basic idea of UDN is to densify the
access nodes in per unit area that increases the reusability of the spectrum and makes the
access nodes closer to the UEs. The proximity of eNBsin dense networksincrease the cell-
edge area significantly, where UEs experience poor SINR. Consequently, interference
mitigation is extremely important in UDHetNets. We will discuss UDHetNet in Section

2.2 in details. The coordinated multipoint (CoMP) operation can construct large
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cooperative multiple inputs multiple outputs transmission to avoid inter-cell interference,
thus improving the UEs’ SINR. The CoMP is considered a very effective technique to
improve the coverage of high datarate, cell-edge throughput as well as system throughpuit.
Though CoMP was introduced in LTE-A, it is aso considered as a key feature for future
dense cellular networks[16, 11, 12]. Therefore, CoM P combined with UDHetNet will play
avital roleinimproving coverage, energy efficiency, spectral efficiency and throughput of
the next generation of cellular networks [49, 3, 16]. However, channel state information
(CSl), associated with alarge number of eNB antennas and coordination among multiple
eNBs induce a huge amount of information exchange overhead into the networks. As a
result, managing CSlI is also a vital issue to achieve the gain of multi-antenna systems.
Thus, multicell cooperation requires enhancements in the context of dense networks and
our research in this thesis is focused on that. In the next two sections, we discuss
UDHetNets and CoMP in details, including with the challenges that need to be

investigated.

2.2 Ultra-Dense Heter ogeneous Networ ks

The idea of UDHetNets is to have a very dense deployment of small cells combined with
legacy macro cells. It is a multi-tier network. The distance between UEs and eNBs become
shorter, spectrum reuse increase, and transmission power reduce. As a result, three primary

gains of UDHetNets are: improved link quality, energy efficiency and capacity
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improvement. In order to better understand how the capacity of the network significantly

improve, the network capacity can be defined as follows based on the Shannon theory [50].

eNBy UEnm

C= Z z BW,,, log,(1 + SINR,,,) , Equation 1

eNB; UEim

where, {eNB; ... eNBwm} isthe set of eNBs deployed in the networks, { UEim...UEnm} is
the set of UEs connected to theeNBmand m= {1...M}. BWisthetota available bandwidth
and BWhm is the bandwidth allocated to UEn connected to eNBm. The SINRnm represents

the quality of the signal experienced by the UE, connected to eNBm.

The network densification increases the number of eNBs into the network that linearly
increases the reusability of available BW, which eventually increase the capacity of the
network. On the other side, cell densification reducesthe cell sizewhich resultsinthelower
number of connected UEs to an eNB. Therefore, a larger BW is available per UE.
Moreover, asthe cell sizereduces, the average distance between a UE and the serving eNB
reduces, which increase the quality of UE received signal. Table 2 summarizes the major

research works with key points related to the UDHetNets.
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Table 2: Mgjor related works in ultra-dense heterogeneous networks

Work area

Key points presented in the corresponding

referred articles

Analysis of the path loss model to study the

performance impact in small cell networks

[50] [51] (SCNs)
UDHetNets
[52] [7] [6] UDHetNet capacity
density
[53] Network configuration in terms of density,
frequency band and number of antennas
Coverage probability
Scheduling agorithm for UDN
[54] [55] Frame structure for UDN
Mobility
[56] User/Control plane separation
Handover procedure for dataonly carrier
Interference management
[57] [50] Densification Energy efficiency
[7] [58] challenges Backhaul
Architecture
Gateway based distribution architecture
[59] [60] Backhaul Backhaul energy efficiency
[61] distribution mm-wave Backhaul

5G backhaul architecture
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In the following subsections, we provide a basic background of different types of cells
considered for deployment in UDHetNets. We also discuss the fundamental features and

architectures. Moreover, we present some future challenges and open issues of UDHetNets.

2.2.1 Deployment of Cells

Ultra-dense heterogeneous networks (UDHetNets) consist of various access technologies,
each of which has different operating functions with different capabilities and constraints.
It enables efficient reuse of spectrum across the area of interest, which is one of the key
solutions to achieve capacity increase for the next generation wireless cellular networks
[62, 5, 6]. In general, in the UDHetNet, cells can be classified into three types. (a) fully
functional high power macrocells (legacy cells); (b) fully functional small cells (picocells
and femtocells), which are capable of performing all the functions of macrocells with low
power in a smaller coverage area; and (C) macro extension access points, such as relays
and remote radio heads (RRHSs), which are the extension of the macrocell to extend the
signal coverage without the baseband unit (BBU). Table 3 summarizes the features of

different types of cells stated above [10, 59, 63, 64].
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Table 3: Key features of different types of cells

Deployment | Transmit

Coverage | Backhaul | Placement

Scenario Power
43-46 S1
M acr ocell Outdoor Few km Planned
dBm interface
23-30 X2
Picocell I ndoor/outdoor <300 m Planned
dBm interface
Internet 1P
Femtocell Indoor <23dBm | 10-50m Unplanned
(Non-ided)

Relays | Indoor/outdoor | 30 dBm 300 m Wireless Planned

300 m - Fiber
RRHs Outdoor >30 dBm Planned
500m (Ideal)

The details of the different cell types are discussed as follows:

Macrocells consist of conventional operator installed outdoor eNBs. They are
deployed in a planned manner, providing open public access and covering awide
area typically of a few kilometers. They are usualy intended to provide a
guaranteed minimum data rate under a maximum tolerable delay and outage
constraints. Macro eNB (MeNB) typically transmit high power level such as 43-46

dBm.

Picocells consist of low power operator installed eNBs, named PeNB. They are

typically deployed in outdoor and indoor by the provider in a planned manner. The
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transmit power range from 250 mwW to 2 w for outdoor and about 100 mW for
indoor. However, picocells have the same access features and backhaul as

macrocells to provide high bandwidth and low latency.

Femtocells are usually deployed by users indoor (home, office, meeting room
etc.). They are low power access points deployed in an unplanned manner with
typical transmit power is 23dBm or less. They serve very few home users, where
most of the datatraffic generated as we discussed before. The backhaul network for
femto eNBs (FeNB) is facilitated by the consumers’ broadband connections such
as digital subscriber line (DSL), cable or fiber. According to the access of a
femtocell, it operates in three different modes: open, closed and hybrid. Closed
femtocells are restricted to the closed subscriber group (CSG). In this case UES
cannot connect to the strongest cell always, which might cause strong interference
[50]. On the other hand, in the open access mode all subscribers of a given operator
can access the node. This deployment mode reduces the load of the macro cell but
might strain the backhaul capacity of the small cells. In hybrid mode, al the
subscribers can get access but the quality of service (QoS) is guaranteed only for

the subscriber of the CSG [57].

Relays are operator-installed access pointsthat are typically deployed to cover poor
coverage areas and dead zones in the macrocells. The backhaul that connects the
relay node to the macro eNB is wireless and uses the air interface resources of the
cellular system. Relays transmit the users’ data back and forth from and to the
macro cell. Therefore, relays are actually an extension of the macro eNB not afully

functional access point.
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e RRHSs are low-weight RF units, which are mounted outside the macrocells to
extend the coverage of the central eNBs. The RRH has no baseband unit (BBU).
RRHs are connected to the Macro eNB (MeNB) or BBU pool via high-speed fiber
cable. The central eNBs or BBU pools do all of the signal processing. The BBU
pool is composed of BBUs that process baseband signals and optimize the network
resource allocation. Therefore, RRHs are deployed for centralized densification
instead of distributed densification. RRH can be relatively ssimple and cost-

effective.

2.2.2 Open Issuesand Challenges

Network densification has a significant impact on the improvement of coverage,
throughput and spectral efficiency of wireless cellular networks as we stated before.
Though, ultra-dense heterogeneous network (UDHetNet) is considered one of the key
enablers for 5G wireless networks, it faces some challenges as well. In this section, we
focus on the challenges facing the successful deployment of UDHetNets to achieve the
expected performance. Many of the related papers aso discuss the challenges of
UDHetNets. However, here we summarize the open issues and challenges that require

further investigation.

e How much densification can be possible to deploy the eNBs is still an open
issue. To define the densification limit we need to consider both access network
technologies and backhaul networks. As shown in Table 4, different research
shows different values for the number of eNBs per km?. Therefore, cellular

densification limit needs to be investigated further.
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Table 4: Number of access points per km? in UDHetNet

Next Generation Wireless

Traditional LTE-A with
Reference Cdlular Networkswith

Networks HetNets
UDHetNet

4-5eNBsgkm?  8-10 eNBgkm? 40-50 eNBg/km?

21-26
7 eNBs/km? 93 eNBgkm?
eNBg/km?
-- -- 100 eNBs/km?
-- -- 10° eNBg/km?
3-5 eNBsg/km? -- 1000 eNBs/km?

Interference management is still one of the most challenging issues for
UDHetNets [57, 62, 61]. It is a predominant influence on the operation of a
dense HetNets. In [43], the authors also mention that suppressing interference
through advanced signal processing techniques to attain the potential gain of
UDHetNetsisvery critical. Therefore, sharing the spectrum needs further study
and might need adopting advanced techniques such as CoMP and elCIC
(enhanced ICIC) for coordination, exploitation or cancellation of inter-cell

interference.

Severa research works and surveys show that most of the operators consider the
backhaul as one of the key challenges to small cell deployment [50, 61, 67].
Backhaulingisidentified as abottleneck for the widespread deployment of ultra-

dense HetNets. There are some wired, and wirel ess backhaul solutions proposed
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in the literature in order to address the backhaul needs in dense heterogeneous
5G RAN [61, 60Q]. In [59], the authors investigated backhaul energy efficiency
and capacity of ultra-dense wireless cellular networks and proposed two
backhaul distribution architectures. Therefore, the study on wired and wireless

backhauling is still an open issue.

The handover process is used to support the seamless mobility of the UEs in
the wireless cellular network. The handover process allows a UE in active mode
to transfer from the serving cell to aneighboring cell with the strongest received
power without awareness of the user. UDHetNets comprised of different tiers of
cells with different frequency bands that intensify the existing challenges of
handling handover for UEsS. The 3GPP in [9] showed that the increase in the
number of handoversin small cell networks compared to macro only networks
can be 120%-140% depending on the speed of the user equipment (UE).
Moreover, in HetNets a mobile UE cannot consider the same set of handover
parametersin all the networks as those used in macro-only networks. Therefore,

in UDHetNets, the handover processis aso a challenge.

Energy efficiency plays a significant role in the operating expense of the
network, which is an important factor to consider. This is referred as the ratio
between the area spectral efficiency and the total power consumed in a network
[57]. The maximization of energy efficiency considering the quality of
experience (QOE) is an interesting area to be investigated in UDHetNets. To
investigate the energy efficiency, we should consider the access networks as

well asthe backhaul networks.
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Though densification of access points is shown to have a significant impact on the
performance of wireless cellular networks, it isimportant to consider signaling, overhead,
computational complexity, cost etc. alongside the above-mentioned challenges measuring
the viability of the deployment of UDHetNets. However, as UDHetNets are considered to
be a key enabler for the next generation of wireless cellular networks, they should also be
studied with another potential enabler that enhances the spectral efficiency such as
coordinated multi-point (CoMP) communications. In the following section, we present the

state-of-the-art research works in CoMP operation.

2.3 Multicell Cooperation

Multicell cooperation such as coordinated multi-point (CoMP) operation was adopted for
LTE-Advanced in release 11 to provide coverage of alarge number of users with the high
data rate, improve the cell-edge throughput as well as the system throughput [27]. Before
LTE-Advanced, each cell serves its own users’ equipment (UEs). As a result, the UEs in
the cell border may receive low signa quality from its serving eNB and high inter-cell
interference from the neighboring cells. The serving eNB of a UE is the base station that
has the best wireless channel condition to the UE compared to the al other neighboring
eNBs. In case of no cooperation this serving eNB usually serves the UE. The core idea of
CoMP is to evolve the conventional single-cell multiuser system to multi-cell multiuser
systems. In this approach, UEs close to the edge of acell can be the central point of an area
served by multiple eNBs. Therefore, the UEs with low signal quality will get better service
by the cooperation of nearby eNBs. For example, in case of the CoMP joint transmission,

a UE receives services from more than one eNBs together and the interference changes
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into the useful signal as demonstrated in the following equation [68]. We will discuss

different CoM P transmission schemes in subsection 2.3.3 in details.

C = BWlog?2 (1 + ; ESP ) Without CoMP cooperation  Equation 2
N
ps +1 . . .
C = BWlog?2 (1 + » ) With CoMP cooperation Equation 3
N

where, C isthe capacity, BW isthe bandwidth, ps is signal power, py is the noise power
and | in theinterference. In equation 3, interference converted to a useful signal for a UE.
As aresult, UE experiences better SINR in CoMP operation that eventually improves the
system capacity.
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Figure 4: Coordinated multipoint cooperation
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Figure 4 shows the basic diagram of a cooperative communication. As we mentioned
before, UDHetNet is a promising technology to achieve the goals of 5G but inter cell
interference (1CI) is extremely seriousin UDHetNets due to the dense deployment of small
cells and its pseudo-random network topology [69, 8]. Recent research has shown that
CoMP hasthe potential to improvethe performance by mitigating the ICI. Moreover, 3GPP
release 14 aso included CoMP in the study item for further enhancement focusing on the
dense networks [12]. Therefore, although CoMP has been studied in LTE-Advanced as a
new ICl management technology, it should be further investigated. We summarize the

recent works and key point related to CoOMP and UDHetNet in Table 5.
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Table 5: Mgjor related works in CoMP and UDHetNet

Key points presented in the corresponding

referred articles

CoMP scenarios

[27] [12] Signaling support for CoMP
Technical report
[35] [70] Channel state information (CSl)
Protocol specification
[71] [23] CoMP Architectures: Centralized, distributed
[21] [26] and user-centric architecture
[25] [14] Architecture Clustering
[68] [72] CoMP overhead
[11] CoM P schemes such as JP, CS/CB
Interference measurement
[73] [74] Interference Interference coordination in HetNets
[75] coordination CoMP for mitigating interference in
heterogeneous cloud small cell environment
Performance analysis of CoMP JP, CS/CB and
Performance of
[8] [49] [76] user-centric in UDN
CoMPin
[16] Cluster size
UDHetNets
Interference management in UDN
Enhancement of Importance of CoMP for UDN
[69] [77] | _
78] CoMP for Coordinated spatial resources management
78
UDHetNets strategies for UDN
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2.3.1 CoMP Deployment Scenarios

The 3GPP standardization body considered four different scenarios for the study of CoMP
[72, 14, 27]. Thefirst two scenarios focus on homogeneous networks deployment, and the
remaining two focus on heterogeneous networks deployment. They are presented in Figure
5.

Scenario 1: Homogeneous networkswith intra-site COMP. A cell siteis composed of three
sectors (cells), and an eNB controls al the radio resources of the site. In this scenario,
external connections between different sitesare not required, but the coordinationislimited

to the sectors of the same site.

Scenario 1 Scenario 3
Begtors Macrogcell

Scenario 4

- Macrocells
Same celk

8
Coverage area eNB Low-power RRH

Figure 5: 3GPP CoMP scenarios
Scenario 2: Homogeneous networks with inter-site CoMP. This scenario extends Scenario

1 by including multiple cells of different sites. In this scenario, multiple eNBs at different
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sites coordinate with each other or one controlling eNB and the other high power remote
radio heads (RRHs) of different sites within the coordination area. The performance gain
of this scenario over Scenario 1 depends on the number of cells involved and the latency
of connections between the sites. Scenario 2 in Figure 5 depictsthistype of CoMP network

with multiple eNBs at different sites[12, 72, 27].

Scenario 3: Heterogeneous network with low-power picocells within macrocell coverage.
In this scenario, macrocells with high transmission power and picocells with low
transmission power coexist. Each picocell has alow power RRH or Pico eNB connected
to the macro eNB within the macrocell coverage area. Each picocell has its own physical
cell identity (PCI) independent from the macrocell [73, 79]. In Figure 5, Scenario 3 depicts
one macro eNB and some low power RRH or Pico eNB in each picocell within the

macrocell [72, 80, 27].

Scenario 4: Heterogeneous networks with low power RRHs within the macrocell
coverage. The difference between this scenario and the scenario 3 is that al low power
RRHSs share the same physical cell identity as the macrocell. Since each RRH does not
create an independent cell, coordination is done among distributed antennas within asingle
cell. Consequently, conventional mobility support such as handover procedures among the
RRHs is not needed. In addition, low-delay and high-capacity backhaul connection are

required between eNB and RRHs [79, 12, 14].

232 CoMP Sets

3GPP specifications define some new terms to distinguish how different cooperating eNBs

participate in the coordinated multipoint communication [68, 27]. The set of cells or eNBs
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that coordinate in order to improve the spectra efficiency is defined as a COMP set.
Following are the three core types of sets used in the CoOMP operation as shown in Figure

6.

CoMP cooperating set: The CoMP cooperating set is a set of geographically separated

eNBs, directly and/or indirectly participating in data transmission to a UE.

CoMP transmission points. CoMP transmission point(s) are the set of eNBs transmitting

datato a UE. CoMP transmission point(s) is (are) a subset of the CoMP cooperating set.

CoMP measurement set: thisisaset of eNBs about which channel state information (CSI)
is reported by the UE. The COMP measurement set may be the same as the CoMP

cooperating set.

CaMP measurement set

CoMP cooperating set

‘ CoMMP Transmission Pont(s)

Figure 6: COMP sets

2.3.3 CoMP Transmission Schemes

A variety of CoMP schemes have been identified and proposed. In this section, we outline
the downlink and uplink schemes presented in 3GPP release 11 as well as 14 [12, 27].
There are three man types of CoMP transmission schemes. coordinated
scheduling/coordinated beamforming (CS/CB), joint processing (JP) and dynamic cell
selection (DCYS).
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2.3.3.1 Joint Processing

In JP, data for a UE is transmitted jointly from more than one eNBs in the CoMP
cooperating set to improvethe received signal quality and cancel interference. Cooperating
eNBs should exchange both user data and channel information among them. Therefore,
low latency and a high bandwidth backhaul are required [12, 72, 27]. Figure 7 shows the

CoMP joint processing scheme.

Figure 7: CoMP joint processing (JP)

2.3.3.2 Coordinated Scheduling/Coordinated Beamforming (CS/CB)

In CS/CB, data for a UE is only available at one eNB in the CoMP cooperating set but
scheduling and/or beamforming decisions are taken with coordination among the eNBs
corresponding to the CoMP cooperating set. This coordinated beamforming reduces
interference and improves throughput [12, 72, 27]. To perform the scheduling and

beamforming eNBs, it is necessary to know the channel status information (CSI).
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Therefore, the UEs need to feedback CSI and it is required to exchange within the
cooperating set. In CS/CB, backhaul load is much lower than JP since only channel
information and scheduling decisions need to be exchanged among eNBs [72, 27]. Figure

8 shows the coordinated scheduling/coordinated beamforming (CS/CB) scheme.

Figure 8: Coordinated scheduling/coordinated beamforming (CS/CB)

2.3.3.3 Dynamic Cdll Selection

The UE datais available at multiple eNBs within the cooperating set but at any onetime it
istransmitted by asingle eNB, as shown in Figure 9. This single transmitting/muting point
can dynamically change from time-frame to time-frame within the cooperating set to
provide the best transmission for aUE [79, 27]. Channel conditions are exploited to select

the best serving cell at each sub-frame [11].
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Figure 9: Dynamic cell selection

2.34 Reference Signalsand CSl Feedback

One of the main challenges for CoMP scheme is to obtain accurate channel information
with acceptable overhead. In this section we address the issues how required channel
knowledge can be obtained and make available for the scheduler. We first discuss about
the reference signals those are used for channel estimation in multicell cooperation. After
that, we discuss how the obtained channel knowledge or channel state information (CSI)
can be efficiently feedback to the transmitter side. Figure 10 shows the basic CSI feedback

mechanism in CoMP.
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Figure 10: CSI feedback in CoMP

Multi-cell channel estimation is an important issue in cooperative communication, which
must be provided by the UEs. Therefore, two new reference signals have been adopted in
LTE-A to support CoMP and MIMO. One reference signal is for channel measurement
(CSI-RS) and the other one for demodulation (DM-RS) [81, 72]. All the eNBs in the
cooperation set provide CSI-RS from which UESs estimate the multicell downlink channel.
UEs provide CSI feedback to their serving eNB over the uplink. The cooperating eNBs
exchange the received CSI as well as the shared user data over the low latency backhaul

denoted as X2 interface.

CSI-RS transmitted from eNB antenna port (AP) to UE in order to estimate the downlink
channel quality and determining CSl feedback. It supports aconfiguration of 1, 2, 4, 8, 12,
16, 20, 24, 28 or 32 antenna ports and are transmitted on antenna ports p=15, p=15,16,
p=15,16,17,18, p=15, ..., 22, p=15, ..., 26, p=15, ..., 30, p=15, ..., 34, p=15, ..., 38, p=15,
..., 42 and p=15, ..., 46 respectively [81]. A UE uses the CSI-RS for channel estimation.
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Figure 11 showsthe CSI-RS mapping patternsfor 8 port system in physical resource blocks
(PRB) [68, 82, 83]. In Appendix B, we discussed the transmission scheme and physical
resources of wireless networks. The CSI-RS patterns have large reuse factor depending on
the number of antenna ports. In case of 1, 2, 4 and 8 antenna ports, CSI-RS has 20, 20, 10
and 5 reuse factors respectively [68, 83]. The CSI-RS reuse patterns allow different eNBs
to avoid a mutual CSI-RS collision. The density of CSI-RS effects on the channel
estimation accuracy. In general, higher CSI-RS density provides better CSl estimation
accuracy while reducing downlink resource utilization. Therefore, to reduce the CSI-RS
overhead, the transmission frequency is considered every 5, 10, 20, 40 or 80ms [83, 72,
84]. Now, let consider transmission frequency is 10ms. In this case, 1 symbol will be
transmitted in every 10ms per antenna port, which is 1 symbol in 140 transmitted symbols
inthetimedomain. In the frequency domain, 1 subcarrier in every 6 subcarriers per antenna
port which is 1 symbol in 6 transmitted symbols. As a result, CSI-RS overhead in the
downlink is 1/840=0.12% per antenna port. For 8 antenna port it will be 0.96% and for 30

antenna port it will be 3.6% [68].
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Figure 11: CSI-RS pattern for 8 antenna ports

Regarding the download CoMP transmission, the network needs information related to the
downlink channel condition, so that eNBs can perform the appropriate radio resource
management and adaptive transmission. Therefore, a UE needs to estimate the channel
state information (CSl) of all the neighboring cells using received CSI-RS and report it to
the serving eNB. The CSI and scheduling information need to be exchanged among all the
cooperating eNBsover the limited backhaul interface. The throughput of adownlink CoMP
channel heavily relies on the quality of the CSI feedback available at the transmitter [21,

14, 73]. In the next subsection we discuss different types of CSI feedback mechanism.

235 Typesof CSl feedback Mechanism

There are two main categories of CoMP feedback mechanisms: explicit CSI feedback and

implicit CS| feedback.
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2.35.1 Explicit CSI feedback

This type of feedback mainly includes direct channel coefficient, spatial channel
covariance matrix and principle eigenvector. For example, the feedback transmission for

the ki, UE can be stated as:

Ycsi-Rrs, = H Wesi—rsXcsi-rs + N Equation 4

where, Hkisthe channel matrix connected to UE k. Wisthe precoding matrix and x are the

CSl reference symbols. n,, isthe additive Gaussian noise at receiver k.

This is also considered as accurate channel information feedback or full CSI feedback.
Therefore, this feedback scheme can deliver the best performance, but feedback overhead
is very high. For example, in a2 cell CoMP cooperation scenario with 20MHz bandwidth
and 10ms feedback periodicity, the CSI feedback overhead is in terms of several Mbp/s,
which is unacceptable for the commercial system [18, 85]. Therefore, feedback reduction

technique is very important to achieve the goal of CoM P cooperation.

2.35.2 Implicit CSI feedback

In this approach a UE makes transmission recommendation based on the precoding
codebook, which is known at the eNB and the UE. It can not accurately describe the
channel matrix as explicit feedback but has lower feedback overhead. The implicit CS|
feedback reflects the recommended rank indicator (RI), a precoding matrix indicator
(PM1), and channel quality indicator (CQI). The RI isthe preferred transmission rank of a
number of usable data streams or layers available for CoMP transmission. The precoding

matrix determines how the individual data streams are mapped to the antennas. The
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received PMI indicates which precoding matrix should be employed for downlink

transmission to an eNB. The CQI reflectsthe channel quality corresponding to the reported

PMI [73, 14].

According to the 3GPP specifications and other literature, four widely recommended
codebook based compressed CSl feedback schemes are Wideband, Subband, Best-M and

Full feedback [86, 87].

e Wideband: Each UE transmits one single 4-bit CQI value describing the channel
quality for al of the PRBs in the bandwidth in every reporting period. In the

wideband scheme the CQI feedback overhead is given in equation 5.

ObeQ,_WB =2. (4. Nyg) 1 Equation 5

where, Ny isthe number of UEs served in the CoMP operation.

e Subband level: The bandwidth is divided into Ng,gn,q Subbands of N35and
consecutive resource blocks. Each user feeds back to the base station one 4 bits
wideband CQI and 2 bits differentiad CQI for each subband. The number of
consecutive resource blocks in a subband N35%¢ is dependant on bandwidth as

shown in Table 6 [86] and the CQI overhead model is shown in equation 6.

ObeQI—SB =2. (4+2. Nspana) - Nue Equation 6
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Table 6: Subband size according to system bandwidth for Subband level feedback

System Bandwidth (N35)  Number of RBsin a Subband (N35%4

8-10 4
11-26 4
27-63 6
64-110 8

e UE sdlected Best-M: Each UE selects M preferred subbands of equa size N35%4
as shown in Table 7 [86]. UE feeds back to the eNB one 4 bits wideband CQI and
2 bits differential CQI that reflects the channel quality only over all the selected M
subbands. In this scheme, UE aso report the position of these subbands in the

bandwidth. Equation 7 showsthe CQI feedback overhead for thisfeedback scheme.

NSB .
ObeQI—BM =2, <4 + 2+ [logz < ICIB >l> 'NUE Equatlon 7
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Table 7: Subband size and corresponding sel ected number of subbands according to the

system bandwidth

System Bandwidth Number of RBsina Selected number of

(N3Z Subband (N55nd) Subbands (M)

8-10 4 1
11-26 4 3
27-63 6 5
64-110 8 6

e Full Feedback: In this scheme, each UE reports a 4-bit wideband CQI value and a

2-hit differential CQI for each RB.
Ofbegir = 2-(4+2.NR§) . Nyg Equation 8

In CoMP operation, cooperative eNBs a so require exchanging received CSI among them,
resulting in additional CSl delay. The performance of CoM P transmission and reception is
also sensitive to the delay of CSI exchange. This CSI delay and the signaling overheads
are mainly influenced by two factors, CoMP coordination architecture and backhaul
technology. In the next subsection, we discuss the coordination architectures of CoMP

operation.

71



2.3.6 CoMP Coordination Architecture

The coordination architecture of CoMP can be defined as the way participating cell sites
coordinate to exchange information, handle interference and scheduling. There are two
kinds of coordination architecture can be categories for CoMP transmission and reception
with respect to the way this information is made available at the different transmission
point: centralized and distributed. However, the existing CoMP architectures suffer some
overhead related to signaling and infrastructure of the network that will be discussed later

[25, 22, 88, 19, 15].

2.3.6.1 Centralized Architecture

In the Centralized architecture, a central unit (CU) is responsible for handling radio
resource scheduling by centrally processing the feedback information from the cell sites.
At first, the UEs estimate the CSl related to all the cooperating eNBs and feed it back to
their serving eNB, which forwards the local CSI to the CU. Finadly, the CU calculates the
precoding information for all of the eNBsin the cooperation set, and based on that, it takes
the scheduling decisions and communicates them to the cooperating eNBs, as shown in
Figure 12. This framework suffers from backhaul signaling overhead and infrastructure

overhead aswell as increase the network latency [71, 23, 19].
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Figure 12: Centralized Architecture
2.3.6.2 Distributed Architecture

In a distributed architecture, the coordinated cells exchange data and channel state
information (CSI) over a fully meshed signaling network using an X2 Interface. Prior to
downloading, the UEs estimate the CSl related to all the cooperating eNBs and feeds it
back to the serving eNB. All the eNBs in the cooperation set share the received CSl and
locally compute the precoding information using the same scheme. The eNBs are
scheduled independently based on their acquired CSI. This architecture increases the
feedback transmission in the backhaul and is sensitive to cooperation set. Moreover, in this
case UE data might aso need to share through X2 interface based on the CoMP
transmission scheme. This could potentially cause a further performance degradation [71,

23]. Figure 13 shows the CoMP distributed architecture.
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Figure 13: Distributed Architecture

2.3.7 Backhaul Issues

With the rise of new enabling technologies for 5G networks as we stated before, the
backhaul network has evolved to a more complex composed of fronthaul, midhaul, and
backhaul. The backhaul section connecting the remote radio head (RRH) to the baseband
unit (BBU) or the eNB directly is labeled fronthaul. The inter-eNB, and eNBs and small
cells link based on X2 interface are called the midhaul. While the network connections
between eNBs and the core such as MME and SGW, based on the Sl-interface have
retained the term backhaul. In this research we use the term backhaul including fronthaul
midhaul, and backhaul. To achieve the promised gain of multicell cooperative networks,

two key requirements are the high backhaul bandwidth and the low latency [11, 89, 90].
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Multicell cooperation requires backhaul to exchange the following information in both

uplink and downlink.

e Channel state information (CSI)
e Scheduling information
e Signaing information and

e User data based on CoM P scheme

Inter eNB communication or backhaul communication is not as sensitive in the non-CoMP
system as in the CoMP enabled system in the context of both capacity and latency.
Depending on the type of CoMP, backhaul requirement will differ. CoMP joint
transmission (JT) required more bandwidth than CoMP coordinated scheduling and
beamforming (CS/CB) because of user data being shared among the cooperating eNBs. For
example, according to the literature, COMP CS/CB requires backhauling on the order of
several hundred kbps. On the other hand, CoMP JT requires backhauling up to severa
hundred Mbps[90, 84]. CoM P backhaul capacity and latency requirementsareinvestigated
in detail in [84, 85]. In [91, 92], the authors analyzed the feasibility of COMP cluster size
in different backhaul network technologies and topologies. They aso presented, how
backhaul network link capacity and the delay limit the feasibility of wireless cooperation.
In[90, 11], authors studied detail about the backhaul reguirements for CoM P transmission
and reception. Traditional link technologies merely provide sufficient bandwidth just for
the user data possible with LTE and LTE-A, not sufficient for additiona backhaul
bandwidth that is required for CoMP operation in the future networks [84]. Therefore,
CoMP enabled radio access networks require new backhaul link technol ogies that improve

the capacity and reduce the backhaul signaling overhead. To this end, different potential
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technol ogies presented in the different recent literature. Micro-wave 6-42 GHz, Millimeter-
wave 60 GHz and 70-80 GHz (E-band) could be attractive for high capacity short links
[93, 61]. Fiber point to point, 10G ethernet passive optical networking (10G-EPON),
optical transport network (OTN) with wavelength division multiplexing (WDM) are some
potential wired technologies to significantly increase the backhaul capacity [94, 61].
However, for future generation backhauling, wireless solutions have been attracting
interest due to their implementation flexibility and cost as well as the architecture of the
networks. Addressing this, 3GPP also specifies X2/Xn interface for the backhaul link
among the eNBs in LTE-Advanced and beyond networks. The X2 is a logical point-to-
point interface between two eNBs within the evolved terrestria radio access network (E-
UTRAN). This logica point-to-point interface is possible even though there is no direct
physical connection between thetwo eNBs. In addition to exchanging the above-mentioned
information, the X2 interface supports mobility, radio resource management and dua
connectivity between the eNBs and UEs [95]. The objective of X2 interface specification
is to facilitate inter-connection among the eNBs supplied by different manufacturers, to
support continuation between eNBs of the E-UTRAN services offered viathe Sl interface,
and to provide separation of X2 interface radio network (RN) functionality and transport
network (TN) functionality for introducing future technology. Two different protocol

stacks are defined, one for the user plane (X2-U) and one for the control plane (X2-C).
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Figure 14: X2 protocol stack

The user plane protocol stack on the X2 interface is shown in Figure 14(b). The X2-U
interface provides non-guaranteed user data transfer. The transport network layer uses
GPRS tunnel protocol (GTP) user plane (GTP-U) on top of user datagram protocol (UDP)
to carry the user plane PDUs. The control plane protocol stack onthe X2 interfaceis shown
in Figure 14(a). Stream control transmission protocol (SCTP) is used in this stack to
provide reliability and flow control [82]. The application layer signaling protocol is
referred to as X2 application protocol (X2-AP). The X2 control plane support handover
coordination, dual connectivity, load management, interference coordination, radio

resource management and general X2 management.

However, because of the backhaul latency, the CSI exchange may be delayed among the
cooperating eNBsto 10msor more[96]. 3GPP in[27] presented how the feedback |atency

impact the performance of CoMP networks as shown in Table 8.
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Table 8: Performance evaluation of different CoMP schemes with varying CSI feedback

delay
Transmission Feedback Delay Cell Edge UE (5%-ile)
Gain (%)
Scheme (UE to eNB+ Backhaul) Throughput (kbps)
5ms+0ms 538 -
5ms+5ms 516 -4.1%
CS/ICB
5ms+10ms 477 -11.3%
5ms+15ms 443 -17.7%
5ms+0ms 828 -
5ms+5ms 776 -6.3%
JT
5ms+10ms 699 -15.6%
5ms+15ms 608 -26.6%

Hence, the success of cooperative communication also depends on the design, latency, and
bandwidth of the backhaul since alarge amount of control and user data may need to be
exchanged among the eNBs [95]. For further improvement, in this year, 3GPP outlined a
new draft of Xn interface considering the next generation networks. The objective of Xn
interface is to provide extended functionalities of X2 interface in the context of next

generation radio access network (NG-RAN) architecture as shown in Figure 1 [97].
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2.3.8

Challenges of COMP

There is no doubt that CoMP will continue attracting the attention of researchers and

industry, as the next generation networks techniques such as UDHetNet and MIMO need

to improve spectra efficiency by coordinating interference. Therefore, some of the

significant issues that need to be reinvestigated with respect to the next generation ultra-

dense heterogeneous networks are outlined as follows.

CoMP performance relies heavily on the efficiency of the CSl in the network. In
dense deployment networks, it is difficult providing CSI to all the coordinated
eNBs. Moreover, the CSI feedback might consume scarce control resources, which
could overwhelm the network. However, exploiting the CSI is necessary for
cooperative communication in UDHetNets. Thus, CSI feedback needs further

investigation in the context of the next generation cellular networks [73, 72, 98].

The benefits of COMP greatly depend on the coordination among the eNBs, which
requires the high capacity of backhaul links. In practice, the capacity of backhaul
links is restricted by the deployment scenarios and cost. In the next generation of
ultra-dense HetNets, the backhaul problem will become even more serious because
of the density, heterogeneity and the randomness of the cells. Therefore,
backhauling technologies in CoMP demand more investigation with respect to

UDHetNets [72, 16, 49].

Having addressed the aboveissues, some other issues might also need to reinvestigate such

as reference signals (RS) design and mobility management for CoMP operation in the

UDHetNets. In this research work we focus on CSI feedback coordination to reduce the
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signaling overhead and feedback delay, and mobility management in the context of dense
heterogeneous networks as presented in Chapters 3 and 4. Simulation model is used for
analyzing the behavior and performance of a network in scientific research. In the next
section we present a brief overview on verification and validation process of simulation

model.

2.4 Veification and Validation of Smulation M odel

Computer modeling and simulation (M& S) of systems have been used in scientific research
for analysis, design and prediction of behavior and performance under different scenarios,
settings and environments. Nowadays, the impact of M&S is immense in the scientific
research and decision making. Consequently, the credibility of the computational resultsis
of great concern to researchers, engineers, policymakers, and those who are affected by the

decisions based on this analysis and prediction.

The primary process for ensuring the credibility and accuracy of the computational results
of ssimulation model is known as verification and validation (V&V). V&V is concerned
with having a correct model and simulation results for the specific experiments.
Verification deals with building the model correctly. On the other hand, validation is
concerned with developing acorrect model. Model validation isthe process of determining
the degree to which a model is an accurate representation of the real system from the
objective of the study. A model is only validated with respect to specific experiment. It
cannot be considered that a model is valid for one experiment is aso valid for another
experiment. Therefore, the philosophy of verification and validation is basically based on

the concept of ensuring the accuracy to build the confidence on the results of the analysis.
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In this section a historical review of the development of V&V and related works that have

been done in the same area are presented very briefly.

Last few decades, many efforts have been devoted to verification and validation processto
improve the credibility of the simulation model. Some of the key contributorsin the field
of M&S are Naylor and Finger [99], Banks [100], Balci [101, 102], Shannon [103, 104],
Zeigler [29], Sargent [105], Neelamkavil [106], Oberkampf [107] etc. A very generic

definition of amodel for a system is given by Neelamkavil [106].

A model is a simplified representation of a system or process intended to enhance

our ability to understand, predict and possibly control the behavior of the system.

Bernard P. Zeigler in his book [29] defined the model in the systems specification
formalisms perspective. He mentioned that the most common concept of amode is:
A modd is a set of instructions, rules, and equations for generating input/output

behavior of a system or a component of a system.

According to the system engineering viewpoint, a system is a set of physical or artificial
entities or processes that interact and accomplish some purpose. It could be a proposed or
an existing system. According to the systems specification formalisms, a model also
describes state transitions and output generation mechanisms to accept input tragjectories
and generate output trgectories depending on its initial state knowledge. For the more
complex system the complete model is constructed by coupling the sub-models or atomic

models together.
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To run a model generating its behavior a computation system is needed. There are also
several variants of the definition of simulator or ssmulation in the literature; here we try to

present a generic definition.

A simulator isa set of instructionsthat are capable of executing a model to generate

its expected behavior or produce the results.

Computer simulation enabled engineers and scientists to experiment and analyze the
behavior of existing or proposed systems within a virtual environment. Simulation model
also can be used for training purpose because of its many advantages such as cost,

flexibility, risk, over the physical experiment.

Aswe mentioned above, the ultimate objective of verification and validation isto improve
the credibility of the results of analysis. Verification is concerned with building the model
correctly. That is verification is the attempt to ensure that the simulator carries out the
model instructions correctly. In other words, verification process focuses on the
identification and removal of errors in the software implementation (computerized model
or simulation model) of the system’s model. On the other hand, in validation, the
relationship between the model and the real system is the issue. There are severd
verification and validation processes or techniques are also available in the literature [ 108,
105, 29]. Accordingly, model verification and validation process could have both
conceptual or informal and formal components. There are many definitions of verification
and validation available in the literature. Verification and validation are defined in a
number of ways in different communities such as the society for computer simulation

(SCYS) defines V&YV in[109], which is akey milestone.
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Model verification: substantiation that a computerized model represents a

conceptual model with specified limits of accuracy.

Model validation: substantiation that a computerized model within its domain of
applicability possesses a satisfactory range of accuracy consistent with the intended

application of the model.

In these definitions two important terms are conceptual model and computerized model.
Conceptua model means a verbal description, equations, governing relationships, or
natural laws that significance to describe the system of interest. This model is developed
by observing and analyzing the system or process of interest. Computerized model defines
as an operational computer program which implements a conceptual model. According to
the SCS definition, model verification implies that computer program (simulation model)
must accurately mimic the conceptual model. Thus, verification deals between conceptual
model and simulation model. The SCS definition of validation focuses on the accuracy of
the model. Hence, validation deals between the conceptual model and the reality or the

system.

Gradually computer-controlled systems become essential and widespread in the industry
and the public system. The institute of electrical and electronics engineers (IEEE) defined
verification and validation. IEEE has a strong influence on different organization

worldwide and the prevalence of electrical and electrical engineers.

Verification: The process of evaluating the product of a software development
phase to provide assurance that they satisfy the conditions imposed by the previous

phase.
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Validation: The process of evaluating a system or model during or at the end of the

devel opment process to determine whether it satisfies specific requirement.

The definitions provide a scientific or engineering perspective towards the entire issue of
verification and validation. In the contemporary period, the US Department of Defense
(DoD) also recognizes the importance of different terminology of M&S. As aresult, DoD

also defined the verification and validation process [110].

Verification: The process of determining that amodel or simulation implementation
and its associated data accurately represent the developer’s conceptual description

and specifications.

Validation: The process of determining the degree to which amodel or simulation
and its associated data are an accurate representation of the real world from the

perspective of the intended uses of the model.

Thekey feature of the DoD definitionisthat it emphasizes on accuracy. The DoD definition
ismore likely to the SCS definition than the |IEEE definition. Though, there are many other
definitions and methodology on V&V as we mentioned earlier, we presented the above
three definitions because these three organi zations have worldwide influence on scientists,

engineers and industries.

Accordingly, we can say that validation is the process to establish the validity of the
structure of the model and the accuracy of the behavior of the model to reproduce the

behavior of the system of interest for the experiment(s). On the other hand, verification is
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the process to ensure the accuracy of model transformation and establishing the correctness

of the ssimulator.

The proposed common framework that accommodates both formal and informal
techniques of the verification and validation process and where they fit into the modeling
and simulation lifecycle will be discussed in Chapter 5. In the next chapter we discuss the

DCEC CoMP coordination architecture in details.
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3 Chapter: Coordinated M ulti-Point Communication Using

Dynamic Coordination Station

Multi-cell multi-tier cooperative communication is a key enabler to realize the goals of
next generation wireless cellular networks. The idea of coordinated multipoint (CoMP)
communication isto evolve from the conventional single-cell multi-user system to amulti-
cell multi-user system. In the cooperative communication, the UEs close to the cell edge
can be considered in the central point of the coverage area served by multiple eNBs. In
CoMP-enabled systems, the eNBs are grouped into a cooperating set. The eNBs of each of
these cooperating sets exchange information among them, and they process signals and
provide services to the users jointly. As a result, the UEs can receive their signals
simultaneously from single or multiple transmission points in a coordinated or joint-
processing method, which can improve data rate coverage and cell edge throughput [14,

15].

However, in CoMP enabled networks, the scheduler needs accurate and updated channel
state information (CSI) for adaptive transmission, as well as appropriate radio resource
management (RRM) [14, 17]. In order to providethisinformation to the scheduler, the UEs
estimate the CSI and report it to their serving eNB periodically. The coordinated eNBs
exchange the received CSI and/or data among them providing services to the UE. This

results in a significant increase of signaling overhead and feedback latency into the
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cooperative networks. These overhead and latency are the key challenges to achieve the

expected gains in coordinated multi-point (CoMP) operation [14, 96, 27].

The overhead depends on the CoM P coordination architecture. According to the literature,
there are two types of coordination architectures available: centralized and distributed [21,
22, 23] as we discussed in Chapter 2. In the centralized architecture, a central unit is
responsible for handling radio resource scheduling by processing the CSI feedback
information received from the UEs. This architecture suffers from signaling overhead and
infrastructure overhead. It a so increases the latency of the CSI feedback. In the distributed
architecture, the coordinated cells exchange CSI over a fully meshed signaling network
using X2 interfaces. This architecture also increases the signaling overhead into the
network and highly sensitive with the size of the cooperation set. These signaling overhead
and latency are the key causes for performance degradation of cooperative cellular

networks[22, 11].

In this chapter we present a user-centric dynamic CoM P coordination architecture named
Direct CS-feedback to Elected Coordination-station (DCEC) for minimizing the signaling
overhead and feedback latency [24, 25, 26]. In this architecture one of the cooperating
eNBs will be dynamically elected as a coordination station (CS) for a UE in the cell edge
area. Thereon, the CS will analyze the received CSI information, will determine the
cooperating set, and will be in charge of scheduling. Each of the UEs in the cell edge area
will go through the same process and UEs in the same CoMP cooperating set will send the
CSI feedback to the CS only, which will reduce the signaling overhead into the network.
Moreover, no additional hardware is needed for this solution, so the costs for switching to

such architecture should be small.
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Thewholeideaof the DCEC coordination architectureis shownin Figure 15. For example,
in this figure eNB; is elected as the CS for UE>, UE3 and UEs. All the three UEs have the
same cooperating set {eNBj, eNB>, eNB3}. Therefore, after the CS has been elected all of
the three UEs send CSI feedback message to the CS (eNB;) only. We aso extended the

coordination architecture for heterogeneous cellular networks named DCEC-HetNet.

CS for UE "L+
1 and 4

Tud

Ok

Figure 15: Simplified view of the DCEC CoM P coordination architecture

In order to analyze the performance of the DCEC coordination architecture, we built
simulation model and ran simulations of various scenarios suggested by the 3GPP

specifications. We modeled the DCEC, Centralized and Distributed control architectures
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using the discrete event system specifications (DEV S) formalism [29], aformal modeling
and simulation methodology for discrete-event dynamic systems. We discussed DEVS

briefly in Appendix C.

Our simulation results show that DCEC reduces the number of control message transmitted
within the CoMP cooperating set and their feedback latency. Though it requires more
control messages to elect the CS in the startup transient period for each UE, under steady
state it outperforms the other two architectures (centralized and distributed). In the next

subsection, we will discuss DCEC in the context of homogeneous cellular networks.

3.1 DCEC for Homogeneous Cellular Networks

The agorithm to elect the coordination station in DCEC CoMP coordination architecture

for homogeneous cellular networksis as follows.
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3.1.1 Coordination Station Election Algorithm for DCEC

To elect a coordination station (CS) dynamically, we use the following algorithm:
1. The UE estimates the CS and sendsiit to the serving MeNB.
2. Aserving MeNB receives the CS Feedback and it calculates the CoMP
cooperating set.
3. If a CoMP cooperating set contains more than one MeNB, the serving MeNB
declaresitself asa CS
4. The declared CSsends a CS-Declaration message to other MeNBs in the set
(containing the ID of the sender, the ID of the CS, and the cell throughput of the
o)
5. After receiving the message, other MeNBs in the set compare their throughput with
the received CSthroughput.
a. If'the received CS throughput is higher than the recipient’s throughput (or
the current):
i. The CSID will changeto the received ID.
ii. Therecipient forwards the new CSinformation to the MeNBs in the
cooperation set.
b. If thereceived CSthroughput is equal to its own throughput (or the
current), and the CSID is smaller than its own ID (or the current):
I. Thecurrent CSID will become the received CSID.
Ii. Therecipient forwards the new CSinformation to the MeNBs in the

cooperation set.
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c. Ifthereceived CSthroughput and ID are equal to the current CS
throughput and ID, the CS elected. Sop.

d. Otherwise, the recipient MeNB declares itself asthe new CSand sends a
CS-Declaration message to the other MeNBs in the CoOMP cooperation set.

6. If the cell throughput or cooperating set change, go back to step 3.

3.1.2 Signaling Procedurefor DCEC in Homogeneous Cellular Networks

Figure 16 shows the signaling procedure of the DCEC scheme for homogeneous cellular
networks. The UE estimates the CSI and feeds it back to its serving macro eNB (MeNB).
For example, in Figure 16, the UE1 sends the CSI feedback to MeNBI1. After receiving the
CSI, MeNBI calculates the cooperating set for the UE. To calculate this cooperating set,
the serving MeNB (MeNBI1 for UE1 in this example) compare the channel quality from
the received CSI based on the predefined CoMP threshold (3dB-9dB [111, 68, 112]). That
is, if RSRPyax — RSRP.yp, < CoMPry, the eNB; is included into the cooperating set,
where, RSRP,,,, 1s the maximum received power and CoM Py, is the predefined CoMP
threshold value. If the cooperating set contains more than one MeNB, then the serving
MeNB (MeNB1) initiates the election algorithm by sending a COMP request message to
the other MeNBs in the cooperating set (MeNB2, MeNB3), including its own cell
throughput. After receiving the CoMP request, they check their own resources and compare

the received throughput to their own.
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Figure 16: Message transfer to establish CoMP with CS election in DCEC

Based on the availability of resources, they send back a request grant/reject message,
including the highest throughput. After receiving the responses, the serving MeNB makes
a decision and notifies that to the other MeNBs, sends the CoMP command to the UE
(UE1), which replies with an ACK message and switches to CoMP mode. After
establishing CoMP with the CS elected, all the UEs in the same CoMP cooperating set send
the CSI feedback directly to the same CS, which is in charge of scheduling and radio

resource management for the UEs.
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3.1.3 Modeling the DCEC Architecture Using DEVS

3.1.3.1 Network Architecture

To study the coordination architecture of the CoMP employing the DCEC algorithm we
consider homogeneous networks as suggested by 3GPP specifications in [27]. Figure 17
shows a sample homogeneous network with 3 macrocells. The Macro eNBs within
different cells are connected using X2 link. The UEs communicates with each other
through the MeNBs using radio frequency (RF). In the simulation scenarios and results
section, we discussed different scenarios used in the analysis of simulation outcomes in
details. To design simulation model, we consider similar architecture of the network, but

the size of the network could be any number of cells according to the coverage area.

Hemogeneous Network with 3 Macro Cells

mons
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Figure 17: Homogeneous Cellular Network Architecture

3.1.3.2 Modd Specification

We designed a DEVS model to examine the performance of CoMP coordination

architectures. The high-level structure of the model is shown in Figure 18.
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Figure 18: Simplified DEVS model for CoM P coordination architecture in homogeneous

cellular networks

The top level coupled model is the CoMP geographic area or coverage area, which includes
a number of cells. Each cell contains one macro base station or MeNB and many UEs. The
number of UEs and the number of cells vary based on different scenarios. Each MeNB and
UE coupled model is composed of two atomic models named Buff and Proc. The UEProc
estimates the CSI based on the signal strength received from cooperating MeNBs and feeds
it back to the serving MeNB Buff through the output port (Out) periodically. The MeNB
Buff atomic model acts as a buffer for the MeNB. Once the MeNB receives a message, the
MeNB Buff pushes it in a queue. The message is popped out from the queue and forwarded
to the MeNBProc when a request is received from the processor. The MeNBProc sends a
request to Buff through Req port. The MeNBProc executes the algorithm discussed earlier
in this chapter to calculate a CoMP cooperating set and to elect the CS. In Figure 18, the
black solid links connecting the MeNBs represent the X2 links and the blue dotted lines
connecting the MeNBs and the UEs represent the radio link. X2 is a point-to-point link
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between two MeNBs. Moreover, the number of MeNBs and UEs can be any number based

on the coverage area and the simulation scenarios.

3.1.3.3 Maoded Implementation

The model is implemented in CD-++ toolkit, an open source simulation platform that
implements DEVS and Cell-DEVS methodology. Figure 19 below depicts a simplified
UML class diagram of the model discussed above. The MeNBProc class implements the
MeNBProc atomic model and characterizes with id, position, transmit power, frequency,
throughput, etc. The UEProc class implements the UEProc atomic model with the
properties such as: id, position, transmit power, frequency, etc. The UEProc class, atomic
component, calculates received signal power based on the formula discussed below and
sends the CSI feedback periodically to its serving MeNB. Based on the received CSI
feedback MeNBProc atomic model calculates the CoMP cooperation set using the formula
as discussed in subsection 3.1.2 and elect CS for the UE using the algorithm discussed in

Section 3.1.1.
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Figure 19 : Simplified class diagram of the model for homogeneous networks

We use seven types of messages as shown in Msg class:

= CRTL_BS MeNBs send system information to UEs.



CS_FEEDBACK: contains the channel state information sent from the UE to the
MeNB.

COMP_REQ: a request message sent from the serving MeNB to other MeNBs in
the CoMP cooperation set to join CoMP and elect the CS.

COMP_REQGR: a grant/reject message sent from the recipient MeNBs to the
serving MeNB based on the availability of resources.

CoMP_COMMAND: a command sent from the serving MeNB to the UE informing
about the elected CS and to switch to the CoMP mode.

COMP_NOTIFICATION: a notification sent from the serving MeNB to other
MeNBs within the cooperation set to notify about the formation of CoMP
cooperation set and the elected CS.

COMP_ACK: an acknowledgment corresponding to the CoMP command, sent from

the UE to the serving MeNB.

To evaluate the potential of the DCEC CoMP coordination architecture, we ran a series of

simulations on this model as discussed in Section 3.4. In the next section we extend the

DCEC for heterogeneous networks.

3.2 DCEC for Dense Heterogeneous Cellular Networks

Dense heterogeneous networks are considered as a promising technology to cope with the

demand for data traffic and providing services to a massive number of users in wireless

cellular networks as we discussed in Chapter 2. Low power nodes such as Pico, Femto, and

RRH coexist with macro networks to improve coverage and throughput of the networks.

However, this coexistence of small cells and macro cells, and the proximity of the access

points increase interference, especially for the UEs at the edge of small cells and
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macrocells. This interference causes significant performance degradation of the networks
[113, 74]. As discussed earlier, CoMP can improve the performance of the network by
mitigating the interference and serving a UE jointly as well. Here, we show an extended
DCEC coordination architecture for heterogeneous cellular networks called DCEC-HetNet

[26].

3.2.1 Coordination Station Election Algorithm for DCEC-HetNets

In order to select a coordination station (CS) dynamically within the DCEC-HetNet, we

use the following algorithm.

1. The UE estimates the CS and sendsit to the serving eNB (MeNB, PeNB or RRH).
2. Aserving eNB (MeNB, PeNB or RRH) receives the CS Feedback form the UE.
3. If an RRH receives the CS feedback from a UE,
a. RRH forwardsthe CS feedback to the MeNB/BBU it is connected to.
b. The MeNB/BBU calculates the COMP cooperating set.
Elseif serving MeNB/PeNB receives the CS Feedback
c. MeNB/PeNB calcul ates the CoMP cooperating set.
4. If a CoMP cooperating set contains more than one MeNBs/PeNBs, the serving
MeNB/PeNB in the COMP set declaresitself asa CS
5. Thedeclared CSsends a CS Declaration message to other MeNBs/PeNBs in the
set (containing the ID of the sender, the ID of the CS and the cell throughput of
the CS
6. After receiving the message, other MeNBs/PeNBs in the cooperation set compare

their throughput with the received CSthroughput.
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. If'the received CS throughput is higher than the recipient’s throughput (or the
current):
- The CSID will changeto the received ID.
- Therecipient then forwards the new CSinformation to the
MeNBs/PeNBs in the cooperation set.
If the received CSthroughput is equal to its own throughput (or the current),
and the CSID issmaller than its own ID (or the current):
- Thecurrent CSID will becomethereceived CSID.
- The recipient then forwards the new CSinformation to the
MeNBs/PeNBs in the cooperation set.
If the received CSthroughput and ID are equal to the current CSthroughput
and ID, the CShas been elected. Sop.
. Otherwise, the recipient MeNB/PeNB declares itself as the new CSand sends
a CS-Declaration message to the other MeNBs/PeNBs in the CoMP

cooperation set.

If the cell throughput or cooperating set change, go back to step 4.

3.2.2 Signaling Procedurefor DCEC-HetNet

Figure 20 shows a simplified signaling procedure of the proposed scheme. The UE reports

the CSI feedback to its serving MeNB/PeNB/RRH. For instance, in Figure 20, UEI sends

the CSI feedback to its serving RRHI11, which forwards the received CSI to

MeNB1/BBUI1. After receiving the CSI message, eNB calculates the cooperating set for

the UE. To do that, it compares the channel quality of neighboring eNBs based on the

predefined CoMP threshold (3dB-9dB [111, 68, 112]) and the formula we discussed in
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Section 3.1.2. If the cooperating set contains more than one eNBs, the serving eNB
(MeNBJ1) initiates the election algorithm to select the CS by sending a CoMP request
message to the other eNBs (MeNBs and PeNBs) in the cooperating set, such as
MeNB2/MeNB3 with its own cell throughput. After receiving the CoMP request,
MeNB2/MeNB3 check their own resources and compare the received throughput with their
own. Based on the availability of resources, they send back a request grant/reject message,
including the highest throughput. After receiving the responses from the other eNBs, the
serving eNB (MeNB1) makes a decision about the CS, and it advertises it to the other eNBs
(MeNB2 and MeNB3 in this case), RRHs (RRHI1) and the UE (UEl) using CoMP
notification and CoMP command messages. Finally, the UE replies using the ACK
message, and it switches to CoMP mode. After the establishment of CoMP and the CS has

been elected, the UE starts sending the CSI feedback only to the CS.
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Figure 20: Message transfer to elect CS and establish CoMP in DCEC-HetNet

As previously discussed, all the UEs in the same CoMP cooperating set will send the CSI
feedback directly to the same CS only. Therefore, the CSI feedback does not need to travel
additional X2, S1 or fiber channels when the UE is in the CoMP cooperation set, which
results in avoiding the extra latency of the CSI feedback transmission as well as reducing

the signaling overhead into the networks.
3.23 Modeling the DCEC-HetNet Coordination Architecture Using DEVS

3.2.3.1 Network Architecture

To study the coordination architectures of CoOMP in heterogeneous networks employing
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the DCEC-HetNet algorithm we consider the scenarios as suggested by 3GPP in [27].
Figure 21 is a multi-tier heterogeneous networks with 3 macro cells, 1 Pico cell and 3
RRHSs. The connections between MeNBs and RRHs are optical fiber, MeNB to MeNB and
MeNB to PeNB are X2 links. The numbers of UEs and the number of cells can be any
number according to the simulation scenarios. In Section 3.4 we discussed the simulation

scenarios and results.
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Figure 21: Simplified Network Architecture for HetNets

3.2.3.2 Mode Specifications

We designed a DEVS model to examine the performance of CoMP coordination
architectures in heterogeneous cellular networks. The high-level structure of the DEVS

model is shown in Figure 22.
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Figure 22: Simplified DEV S model for CoM P coordination architecture in heterogeneous

cellular networks

Thetop level coupled model isthe CoM P geographic areaor coverage area, which includes
a number of cells. Each macro cell contains one MeNB, multiple RRHs or PeNBs and
many UEs. The numbers of PeNBs, RRHs and UEs varies based on different scenarios.
Each MeNB, PeNB, RRH and UE coupled model is composed of two atomic models
named Buff and Proc. The UEProc generates the CSI feedback based on the signal strength
received from cooperating MeNBs, PeNBs and RRHs and sendsit to the eNB Buff or RRH
Buff through the output port (Out) periodically. The Buff acts as a buffer for the MeNB,
PeNB, RRH and UE. For instance, once the MeNB receives a message, the MeNB Buff

pushes it in a queue. The message is popped out from the queue and forwarded to the
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MeNBProc when a request is received from the processor. The MeNBProc executes the
algorithm discussed in the previous section to calculate a CoM P cooperating set and elect
aCS. In Figure 22, the black solid links connecting the MeNBs, PeNBs, and MeNBs and
PeNBs represent the X2 links, the orange solid lines connecting the MeNBs and the RRHs
represent optical links and UEs connect to the MeNBs, PeENBs and RRHs through the radio
link. Moreover, the number of MeNBs, PeNBs, RRHs and UEs can be any number based

on the simulation scenarios.

3.2.3.3 Moded implementation

The model is implemented in CD++ toolkit as we stated before. Figure 23 depicts a
simplified UML class diagram of the model. The MeNBProc class, PENBProc class and
the RRHProc class implement the MeNBProc atomic model, PeENBProc atomic model and
RRHProc atomic model respectively. MeNBProc and PENBProc classes are characterized
with id, position, transmit power, frequency, throughput etc. The RRHProc class is
characterized using its id, position, transmit power, frequency etc. The UEProc class
characterises with the properties such as: id, position, transmit power, frequency etc. The
UEProc class, atomic component, calculates received signal power based on the formula
13, 14 and 15 discussed later in Section 3.4 and sends the CSI feedback periodically to its
serving MeNB, PeNB or RRH. Based on the received CSI feedback MeNBProc or
PeNBProc calculates cooperation set and implement CS election algorithm as stated
before. The MeNBProc is pretty similar to MeNBProc in homogeneous networks but in

this case MeNBProc receives CSI from UE as well as from RRH as a forward message.
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Figure 23: Simplified class diagram of the model

In heterogeneous networks we added one new message type named CS_FEEDBACKFWD
on top of the messages used in homogeneous networks. RRH uses this message to forward
the CSI feedback received from UE to the MeNB it is connected. All other message types

remain same as homogeneous networks. To evaluate the potential of the DCEC-HetNet
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coordination architecture, we ran a series of simulations on this model, based on the initial

conditions summarized in Table 10 in the following section [23, 114, 115].
3.3 CSl feedback Overhead Estimation

In coordinated multipoint (CoMP) communication UES need to estimate the channel state
information (CSl) and feed it back to the eNBs as we stated before. The CSI feedback
message includes CQI, PMI and RI. The CSI feedback processis discussed in Chapter 2 in
details. Four widely recommended codebook-based CSI feedback schemes are wideband,
subband, best-M and full feedback [86, 87, 116]. In this section, we derived the CSI
feedback overhead model as presented in equation 9 to equation 12 for all of the four
feedback schemes based on the 3GPP specification in [116] and the formulas (5 to 8)
discussed in Section 2.3.4. We considered all the three components (CQI, PMI and RI) of
CSl feedback message for deriving feedback overhead model. Quadrature phase-shift

keying (QPSK) modulation technique is considered for all of the feedback schemes.

e Wideband: In wideband scheme, each UE transmits one single 4-bit CQI valuein
each reported CSI. The 4-bit CQI value describes the channel quality for all of the
PRBsin the bandwidth. Therefore, from equation 5 we can derive the CSI feedback

overhead model as shown in equation 9.
Ofbesi—wr =2 .(4 Nyg) NTy+Nbgi+Nbppy Equation 9

where, Nr,, isthe number of transmit antenna, Ny is the number of UEs served in
CoMP operation, Nbg; is the bit used for rank indicator (RI) and Nbp,,; is the

allocated bits for PM1 reporting in each CSI message.
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e Subband level: The bandwidth is divided into Ng;,,s Subbands. The number of
consecutive resource blocks in a subband is dependant on bandwidth as shown in
Table 6in Section 2.3.4. Inthis case, each UE feeds back to the base station one 4
bits wideband CQI and 2 bits differential CQI for each subband. The overhead

model for CSI is shown in equation 10 deriving from equation 6.
ObeSI—SB =2.(4+2 .Nspand) - Nug -NTX+NbRI +Nbpumj, Equation 10
where, Nypqna 1S the number of subbandsin the system bandwidth.

e UE selected Best-M: Each UE selects M preferred sub bands of equal size N334
as shown in Table 7 in Section 2.3.4 [116]. In UE selected Best-M scheme, each
user feeds back one 4 bits wideband CQI and 2 bits differential CQI to the serving
eNB. The 2 bits differential CQI reflects the channel quality only the selected M
subbands. In this scheme, UE aso report the position of these subbands in the
bandwidth. Therefore, from equation 7 we can derive the equation 11 showing the

CSl feedback overhead for this feedback scheme.
Oressopm = 2-(4+2 + [logy (“5)[) . Nys. Nr, + Nbg, + Nbpyy,  Equation 11

where, N5 isthe number of resource blocks in system bandwidth.

107



e Full Feedback: In this scheme, each UE reports a 4-bit wideband CQI value and a
2-hit differential CQI for each RB in the system bandwidth. The CSI feedback

overhead model for this schemeisin presented in equation 12.
ObeSI—F = 2 ' (4 + 2 ngg) ' NUE'NTX + NbRI + NbPMI Equation 12

The number of bits used in reporting rank indicator (RI) is shown in Table 9. Findly, the
number of bits used to report PMI is 2 bits and 4 bits for 2 and 4 transmit antenna ports

respectively [116, 112, 86].

Table 9: Number of bitsin RI according to the antenna ports

2 4 8/12/16/20/24/28/32

Number of Bits in

Rank Indicator (RI)

In the next section we presented simulation scenarios and results to analyze performance

of the DCEC CoMP coordination architecture.

3.4 Simulation Scenarios and Results

In order to study the coordination architectures of CoMP employing DCEC and DCEC-
HetNet, we run a number of simulation scenarios using the different network architectures
suggested by 3GPP [27]. Figure 24 shows a simplified version of the sample simulation
scenarios with different layers of cells. Figure 24(a) and 24(b) show homogeneous
networks with 3 macrocells and 19 macrocells respectively. Figure 24(c), 24(d) and 24(e)
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shows network architecture of 3 different heterogeneous networks. Figure 24(c) and 24(d)
presents scenarios with 3 macrocells with 3 RRHs and 7 macrocells with 19 RRHs
respectively. Figure 24 (e) shows a scenario that has 7 macrocells with 70 picocells, 10
picocells in each macro cells. The position of PeNBs are based on the inter site distance
(ISD) as mentioned in Table 10. The numbers of UEs varies in different scenarios and

discussed in detail later.

To evaluate the potential of the DCEC and DCEC-HetNet coordination architectures, we
ran a series of simulations based on the scenarios discussed in Figure 24, using the initial
conditions summarized in Table 10 below [23, 114, 115]. The results are obtained by
conducting multiple simulation runs for each scenario and considering a 95% confidence

interval.
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Figure 24: Simulation scenarios considered to evaluate the DCEC and DCEC-HetNet
coordination architecture
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Table 10: Simulation assumptions

Parameters Values
3 and 19 (Homogeneous)
Number of macro MeNB
3 and 7 (Heterogeneous)
Number of RRHs in HetNets 3 and 19
Number of PeNB in HetNets 70

Density of active UEs in Macro only networks

2/km?, 4/km?, 6.5/km? and 9/km?

Density of active UEs in HetNets

6/km?, 11.5/km?, 17/km? and 23/km?

UE Spatial Distribution

Uniform random distribution in the

CoMP area

UE arrival and leave

Uniform random and Poisson

Frequency

2000 MHz

eNB Transmit Power

MeNB: 43 dBm and PeNB: 30dBm

RRH Transmit Power

30 dBm

Macro Cell Radius

500 m

Antenna gain

12 dBi (BS), 05 dBi (RRHs) and 0 dBi

(UEs)
MCL 70 dB
LogF 10 dB
Cell Throughput Uniform: randomly generated

CSI Feedback periodicity

Sms and 10ms

CoMP Threshold

6 dB

ISD

MeNB to PeNB > 100 m

PeNB to PeNB > 50 m
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In our simulation scenarios, we consider homogeneous and heterogeneous networks in an
urban area. The transmit power for a MeNB is 43dBm, PeNB is 30dBm and the RRH is
also 30 dBm, as suggested in [26, 114, 117]. The received signal power at each UE is

calculated based on the following formulas [114]:
P, = P, — Max(Lyqen — G, — G, MCL) , Equation 13

where P, is the received signal power, P, is the transmitted signal power of the eNBs, Lyq:n
is the path loss, G; is the transmitting antenna gain and G, is the receiver antenna gain. The
minimum coupling loss (MCL) is considered to be 70 dB [114]. Ly, is calculated as

follows:
Lpatn = L + LogF , Equation 14

where L is calculated based on the following formula as suggested by 3GPP in [114]:

L =40. (1 — 4, 10_3. Bh) 10g10 (d) — 18. loglo(Bh) + Equation 15

21.log,o(f) + 80dB,

where B is the eNB height, which we considered to be 15 meters, d is the separation

between UE and eNB and f is the carrier frequency.

The UEs calculate the received power based on the above formula, generate a CSI feedback
message, and send it to the respective eNBs. In our simulation, the MeNBs and PeNBs
generate the cell throughput to select the CS at random. Based on the literature in this area,

we considered the CoMP threshold of 6dB [111, 68].
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The simulation outcome presented in Figure 25 shows the number of control messages
related to the CoMP download transmission that traveled from the UEs to the CS/MeNBs
and the backhaul in specific time intervals, for all the three coordination architectures. Here
we consider homogeneous networks.
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Figure 25: Number of control messages at different time intervals for DCEC, Centralized

‘.F
)

and Distributed architectures. messages over the backhaul and UE to MeNB

The darker part of each bar in the figure shows the number of CSI feedback messages
which traveled from UE to MeNB. The lighter part shows the CSI feedback forwards from
MeNB to MeNB, MeNB to CU and the overhead related to the election algorithm. Each
bar represents 10ms of simulated time, except for the first two groups, which are Sms each.
In this scenario, the UEs send the CSI feedback to their serving MeNB or CS every 10ms.
The results of the simulations show that in the transient period when we establish CoMP,
DCEC needs more control messages over the backhaul; but after the CS has been elected
there are no control messages transmitted except for the CSI feedback from the UE to the
CS. Because in the DCEC architecture after CoMP established and CS elected all of the
UEs in the CoMP transmission send CSI to the CS only. As it is seen in Figure 25(a), no
additional control messages are transmitted from MeNB to MeNB within the 30ms to 80ms
timeframe in DCEC. From 80ms to 110ms, there are several new UEs joining the CoMP

set, which results in additional control messages transmitted from the UEs to the MeNBs,
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as well as from MeNB to MeNB (to elect the CS). Likewise, from 120ms, there are no
additional control messages transmitted through the X2 interface in DCEC (since the CS
has been selected). As shown in Figure 25(b) and 25(c), in the other two conventional
architectures (centralized and distributed) the CSI feedback needs to be forwarded over the
backhaul every time. This increases the signaling overhead as well as the feedback latency
into the CoMP networks. The X2 latency is about10ms to 20ms [96, 118]. In most practical
systems, the CSI feedback latency consists of processing time, transmission time and
waiting time for the scheduler [119]. Here, we consider the feedback delay as the total time
between measuring the CSI at the UE and using at the scheduler. In DCEC, as we seen in
Figure 25(a), CSI feedback does not need to transmit through X2 interface it also reduces
feedback latency. Therefore, according to the simulation results (Figure 25), DCEC
reduces the signaling overhead and CSI feedback latency compared to the other two

coordination architectures (centralized and distributed).
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Figure 26: Cumulative control messages for DCEC without CS change, DCEC with CS

change every 15/100ms, Centralized, and Distributed Architectures

Figure 26 shows the cumulative number of control messages transmitted up to a certain
time for each of the architectures in the dB scale. DCEC architecture is represented by three
instances to see how the CS changes affect the number of control messages transmitted in
the networks. In the first case, we assume that the throughput is constant, that is, the CS
does not change it's throughout in the simulation time. In the second and third cases, the

CS is set to change every 100ms and every 1s respectively.

As we can see, DCEC with no CS changes or with changes every Is outperform the
centralized and distributed architectures. If the CS change occurs very rapidly, for example,
every 100ms or less, DCEC will be less efficient than the traditional approaches. Therefore,
if the rate of the CS changes is very high, DCEC will perform worse than the centralized

and distributed architectures. However, in practice, the CS change does not occur that
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frequently for most of the UEs since the maximum movement speed of a UE suggested by

the 3GPP in release 11 and 14 for CoMP deployment is 3km/h [12, 27].

For further evaluation of the DCEC architecture, we extended the homogeneous simulation
scenarios to include 19 macrocells, different density of active UEs within the CoMP
operation, and a longer simulation time. The UEs were set to join CoMP based on a Poisson
distribution within a 12-hour period (6 AM to 6 PM) with the peak rate at 10 AM, as
suggested in [120]. As stated earlier, the factors that affect the download and upload
performance resulting in a change in user experience are the signaling overhead and latency
in CoMP networks. The results are further analyzed for the comparison of the number of
CSI feedback messages and delay. Figure 27 shows that using DCEC, the number of

feedback messages can be reduced significantly, resulting in better throughput.
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Figure 27: Cumulative number of messages for Centralized, DCEC and Distributed based

on the density of the active UEsinto CoMP in macro only networks

As seen in Figure 27, DCEC reduces the CSI feedback messages in the network about 50%.
This is because after an eNB is elected to act as the coordination station (CS), eNBs do not
need to exchange CSI feedback messages among them. This reduces the signaling load and
the possibility of outdated CSI messages that eventually increase the upload and download

rate of CoMP operation.
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We also calculated the number of CSI feedback messages sent in every 0.3 minutes

timeframes as shown in Figure 28 considering bursty arrival of UEs [9]. This allows us to

investigate further the overhead imposed on the network by running DCEC.
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As seen in Figure 28, DCEC performs badly when new UEs join as it is executing the
election algorithm whereas the other two algorithms do not need such action. As time goes
by, the DCEC approach outperforms the other two approaches. Furthermore, by comparing
the density of UEs, it can be seen that DCEC approach is less sensitive to the joining of

extra UEs in CoMP.

To evaluate the DCEC-HetNet, in Figure 29, we show a comparison among the CoMP
architectures (DCEC-HetNet, centralized and distributed) with respect to the number of
control messages in the network as a function of the number of UEs for heterogeneous
networks. In this case, 3 MeNBs, 3 RRHs and a different number of UEs (50, 100, 150 and
200 UEs in the entire network) are simulated for 700ms. By increasing the number of UEs
in the HetNet CoMP session, the required control messages increase slower in DCEC-

HetNet than the other two approaches. Therefore, if the number of UE increases in the

120



network, the DCEC-HetNet needs fewer control messages to travel within the network

compare to other two architectures.
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Figure 29: DCEC-HetNet, Centralized, and Distributed architectures based on the number

of control messages in the network with respect to the number of UEsin 700ms

Figure 30 shows the number of control messages traveled into the heterogeneous networks
in each 10ms time intervals for all the three architectures with 200 UEs in CoMP
cooperation. In this figure, the three bars in every group represent the three architectures
in the following order: DCEC-HetNet, Centralized and Distributed. This has been shown
in the upper left part of the figure. The darker part of each of the bar shows the number of
CSI Feedback messages travel from UE to eNB, UE to CS and UE to RRH. The lighter
part shows the CSI feedback forwards from MeNB to MeNB, MeNB to CU and the
overhead related to the election algorithm. The results of the conducted simulations show
that at the beginning of the establishment of CoMP, the DCEC-HetNet control architecture
requires additional control messages to be sent over the backhaul, but after the CS has been
elected there will be no additional control messages required to be transmitted except the
CSI feedback from the UE to the CS. As clearly seen in Figure 30, no additional control
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messages transmitted from MeNB to MeNB within the 20ms to 120ms (inclusive)
timeframe in DCEC-HetNet. In the 130ms to 140ms timeframe, several new UEs join the
CoMP which results in some additional control messages being transmitted through the
backhaul to elect the CS for the new UEs. Again, from time 140ms, there are no additional
control messages required since the CS election has been completed. On the other hand,
the other two conventional architectures (centralized and distributed) need the CSI
feedback to be forwarded over the backhaul every time. Therefore, according to the results
of the simulation, as seen in Figure 30, we can see that the DCEC-HetNet architecture
reduces the CSI feedback latency compared to the other two control architectures since in
this case CSI feedback does not need to travel MeNB to MeNB or MeNB to CU through
X2, S1 or fiber link after the CS elected. The X2 latency is about 10ms to 20ms as we
stated before [96, 118].
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For further evaluation of the DCEC-HetNet, we extended the simulation scenarios with 7
macro cells and 19 small cells, as shown in Figure 24(d), with a different density of active
UEs. The UEs join and leave to the CoMP operation randomly. The CSI feedback
periodicity is considered Sms and we use a longer simulation time. The results are collected
and analyzed for the comparison of the number of control messages required for each of
the three control architectures. Figure 31 demonstrates that by the use of DCEC-HetNet,
the number of feedback messages can significantly be reduced in the network resulting in
better throughput. This is because after an eNB is elected to act as the CS, the CSI feedback
message does not need to exchange among the cooperating eNBs. This reduces the
signaling load and the possibility of outdated CSI messages on the heterogeneous networks

that eventually will improve the system performance.
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Figure 31: Aggregate number of control messages for Centralized, DCEC-HetNet and
Distributed based on the density of the active UEs into CoMP cooperation in

heterogeneous networks

We increase the density of the networks in heterogeneous simulation scenarios including
7 macrocells and 70 picocells (10 picocells in each macro cell) as shown in Figure 24(e)
and different density (6/km?, 11.5/km? and 17/km?) of active UEs in the CoMP operation
to observe how the DCEC-HetNet works in dense heterogeneous networks. The CSI

feedback periodicity is considered Sms and we use simulation time of 30 minutes. The UEs
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join and leave the CoMP operation randomly in the simulation time. Figure 32
demonstrates that by employing the DCEC-HetNet, the number of feedback messages
significantly reduced. This once again confirm that DCEC-HetNet reduces the signaling

load on the cooperative cellular networks.
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Figure 32: Number of control messages per second for DCEC-HetNet, Centralized and
Distributed CoMP coordination architecture based on the density of the active UEs into

in heterogeneous networks

According to the simulation results, shown in Figures 25 to Figure 32 we can see that
DCEC coordination architecture has the potential to reduce the signaling overhead and
feedback latency into both homogeneous and heterogeneous networks without changing

the periodicity of the CSI feedback.

For further study, in Figure 33(a) we show the total amount of overhead in GB for 100 UEs
in 30 minutes simulation time with respect to different CSI feedback schemes suggested
by 3GPP and other recent research works. In this case, we used the scenario as shown in
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Figure 24(e) and considered 100 UEs served in CoMP operation into the entire networks.
For calculating the overhead, we used the equations (9-12) derived in Section 3.3 for four
different CSI feedback schemes (wideband, subband level, UE selected best-M and full
feedback). In every scheme DCEC-HetNet reduces the overhead significantly. In Figure
33(b), we present the signaling overhead per second with respect to different feedback
schemes. Figure 33 clearly shows DCEC-HetNet also reduce the signaling overhead
significantly with respect to the number of bits in every scheme of the CSI feedback that
eventually will save the system bandwidth. This once again prove the improvement of the

DCEC coordination architecture on top of the two other coordination architectures.
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Figure 33: Signaling overhead in DCEC-HetNet, Centralized and Distributed CoOMP

coordination architecture with respect to different CSI feedback schemes for 100 UEs

The increase in CSI feedback messages might result in higher system delay on top of X2
latency. The feedback delay is measured for every CSI feedback sent by the UE and

received by the scheduler. To find the average feedback delay of the system, we calculated
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the average of all the measurements for 30 separate simulation runs to minimize anomalies.
Figure 34 shows the average CSI feedback delay of the entire system for a different number
of UEs in the CoMP cooperation. In this case we consider a homogeneous network.
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Figure 34: Average feedback delay for 50, 100, and 200 UEs in the network

The above figure shows that DCEC imposes the least amount of delay on the network while
the centralized approach imposes the most system delay. It can be confirmed once again
that the DCEC approach is less sensitive to the increase in the number of UEs and the
number of cooperation set in the network. This allows for DCEC to be a good fit for both
crowded and uncrowded areas. The reduction of the CSI feedback overhead and latency

eventually improve the network throughput [121, 122].

35 Summary

The main goal of the CoMP approach is to improve the throughput of the network,
especially for the cell edge users. However, the two standard architectures of CoMP

(centralized and distributed) face some challenges such as latency, signaling overhead and
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infrastructural overhead. The promising gain of CoMP largely depends on these overhead
and latency. In this chapter, we presented a novel coordination architecture named DCEC
for COMP operation in homogeneous cellular networks to reduce the latency and the
signaling overhead so that the overall performance of the network could be improved. The
architecture also extended for heterogeneous networks named DCEC-HetNet. The
simulation results show that the DCEC and DCEC-HetNet coordination architecture for
CoMP reduce the signaling overhead and the CSI feedback latency compared to two other
standard CoMP coordination approaches which eventually will improve the network
performance. Given that DCEC does not need any additional hardware for implementation,
switching to DCEC could decrease the signaling load and feedback latency, and increase

the system throughput at minimal cost.
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4 Chapter: Handover Enhancement for Dense Heter ogeneous

Cdlular Networks

Network densification, such as ultra-dense heterogeneous network (UDHetNet) is
considered as a key enabler to achieve the goals of 5G cellular networks. World leading
wireless system design and device manufacturing industries publicly stated that dense
small cells are the foundation to achieve 1000x capacity challenge in the 5G wireless
cellular networks [123, 5]. UDHetNets consist of macro-cells coexisting with dense low
power cells such as pico-cells, femtocells and remote radio head (RRH). We discussed
details about the UDHetNet in Chapter 2. These small cells use lower transmit power,

hence provide a small coverage area, and they can significantly improve the network

capacity by spectrum reuse and improving the link efficiency by reducing the distance
between the access nodes and the users. Figure 35(a) shows the overall architecture of

ultra-dense heterogeneous cellular networks.

(a) Ultra-Dense Heterogeneous
Networks (UDHetNets) (b) Handover Process (HO)

Figure 35: A simplified view of ultra-dense heterogeneous networks and handover
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However, these networks face new technical challenges such as mobility management and
intercell interference as we stated in Chapter 2. Since the coverage area of a cell is small,
users’ equipment (UEs) experience frequent handover (HO), and handover oscillation. The
3rd generation partnership project (3GPP), telecommunications standardization body
showed that the increase in the number of handovers in small cell networks compared to
macro-only networks can be up to 120%-140%, depending on the UE speed [9]. In
UDHetNets, the number of handovers could be even higher, depending on the UE speed
and density of the cells. Figure 36 provides an overall idea of densification and its impact
on the networks. Therefore, to realize the potential link efficiency and capacity benefits of
dense small cells, we need adequate mobility management, and this has become a major
technical challenge in the UDHetNets. In this chapter we present a novel handover
approach named Enhanced Handover for Low and Moderate speed UES (EHOLM) that
reduce the number of handovers and handover oscillations in dense heterogeneous cellular

networks.
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Figure 36: Densification and its impact in the networks
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The handover process is used to support the seamless mobility of a UEs. The HO process
makes UEs in active mode to be transferred from the serving cell to the neighboring cell
with the strongest received power, and the user is not aware, as shown in Figure 35(b). In
conventional homogeneous cellular networks, typically same set of handover parameters
are used in all over the networks. However, in HetNets, if the same set of parameters is
used for all UEs and all the types of cells, there is a possibility to degrade the mobility
performance [124]. The increase in the number of handovers will increase the control
overhead and the switching load into the network that will eventually decrease the network
performance. Maintaining low handover failure (HOF) rate is also important for better user
experience. Therefore, it is essential to analyze the handover parameters and to enhance
them for heterogeneous cellular networks. In the next subsection we discussed the

handover procedure for LTE and LTE-Advanced cellular networks.

41 Handover Processin Wireless Cellular Networks

3GPP specifies a handover procedure and mechanism for LTE and LTE-Advanced mobile
networks that support user’s mobility. In LTE-advanced cellular networks, UE-assisted
network-controlled handovers are performed [125]. In UE-assisted network-controlled
handovers, the serving eNB makes the decision to move from one cell to another based on
the measurement report (MR) received from the UE. The handover procedure of 3GPP

LTE and LTE-A is defined in [125, 32]. A HO process, in general completes in five steps.

1. A UE measures the downlink signal strength periodically.
2. It processes the measurement results.

3. UE sends a measurement report (MR) to the serving eNB based on predefined HO
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criteria.
4. The serving eNB takes the handover decision based on the received MR.
5. Finally, the UE receives the handover command from the serving eNB and

completes the handover process.

For modeling, the HO processing of a UE is also divided into 3 states [32]:
=  Jate 1: Before the handover criteria (A3 event) is satisfied.
= Sate 2: After the handover criteria is satisfied but before the handover command is
successfully received by the UE.
=  Sate 3: After the HO command is received by the UE, but before the HO process

is completed successfully.

Figure 37 shows the different states of handover process and corresponding message

sequences [ 125, 32, 126].
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Figure 37: Simplified handover process for LTE and LTE-A cellular networks

The UE calculates reference signal received power (RSRP) every 40ms and performs a
linear average over 5 successive RSRP samples based on the following formula [127, 128,

124].
M(n) = <%t_o RSRP, (5n — k), Equation 16

where,
RSRP;; : RSRP sample measured every 40 ms
n: discrete time index of the RSRP sample

k: delay index of the filter
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Therefore, the handover measurement period for a UE in layer three (L3) is 200ms. Once
the L3 filtered RSRP of the target cell is higher than the RSRP of serving cell plus A3

offset or hysteresis margin, the UE starts TTT, the Time to Trigger Timer [124, 129].

Event A3: RSRPs + Offset < RSRP,, Equation 17

where, RSRP; is the RSRP of the serving eNB and RSRP,;, is the RSRP of a neighboring
eNB. The handover process is performed mainly via the radio resource control (RRC) layer
between UE and eNB in the control-plane. The simplified message sequence diagram of
LTE and LTE-Advanced handover process is shown in Figure 37 [27]. If the A3 event
condition as shown in equation 17 is true throughout the TTT, the UE sends measurement
report (MR) to the serving eNB once TTT expires. This MR kicks off the handover
preparation phase. The serving eNB issues a handover request message to the target cell.
This handover request carries out admission control procedure for the UE in the target cell.
After completing the admission control, target eNB sends a handover request Ack message
to the serving eNB. When the serving eNB receives the handover request Ack, data
forwarding from serving eNB to target eNB starts and the serving eNB sends a handover
command (RRC Conn. Reconf) to the UE. UE then synchronizes with the target eNB and
sends a handover complete message to the target eNB. As a result, intra eNB handover
process of the UE is complete, and the target eNB becomes its serving eNB and starts
transmitting data to the UE. The new serving eNB sends a path switch request to the serving
gateway to inform the core network that it is the new serving eNB for the UE. The serving
gateway or the network sends a modify bearer response message to the new serving eNB
and switched the downlink data path from previous serving eNB to new serving eNB.

Finally, new serving eNB sends a message to the old serving eNB requesting to release the
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resource for the UE.

4.2 Enhanced Handover for Low and Moder ate Speed UEs

Despite the promising features of UDHetNets, they have introduced new challenge on
mobility management and interference coordination as we mentioned earlier. The handover
performance largely depends on the handover parameters such as Time to Trigger (TTT)
and A3 offset [ 128, 124]. On the other hand, CoMP improves the performance of cell edge
users by reducing the interference and serving the UE jointly [14, 27]. As aresult, in CoMP
cooperation, UEs receives better signal quality than in a conventional transmission though
it is in the cell edge. The performance of CoMP also depends on the CoMP threshold. The
handover and CoMP both happen on the UEs in the cell edge region and both have their
own parameters. Therefore, to achieve the better system performance we need to optimize

the handover parameters when the UE served in CoMP cooperation in UDHetNet.

In CoMP enabled networks, if a conventional handover process is used, some handover
might occur though the UE is still in CoMP transmission and served by the same CoMP
cooperating set. That is, the serving eNB still serves the UE with other cooperating eNBs,
but the UE is handed over to another eNB in the CoMP set. This is an unnecessary
handover, which eventually degrades the system performance. Considering this, the
EHoLM algorithm exploits CoMP and the dual connectivity provided for control plane and
user plane separation for UEs. In this approach, the handover criteria will not be satisfied
until a UE moves from a CoMP to no-CoMP region in a different eNB, or a UE moves
from one CoMP cooperation set to a different CoMP set without the current serving eNB

(instead of conventional handover criteria A3 event as shown in equation 17).
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Figure 38: Simplified view of the EHOLM handover scheme

Now, consider a UE is moving gradually from its serving eNB to the target eNB, and
consider that CoMP has been established by more than one eNB (including the serving and
target eNBs) to serve the UE. If the A3 offset (0dB to 3dB) [32] in the handover is less
than the CoMP threshold (3dB to 9dB) [68, 26], there are some handovers happen, although
the UE is still in the CoMP transmission with same cooperating set. That is, the UE is
handed over to another eNB, but it is still served by all the eNBs together. This is an
avoidable handover, which degrades the performance of the networks. We want to take the
advantage of CoMP, which provides a better signal strength to the cell edge UEs by
reducing the ICI as well as dual connectivity that provides control plane and data plane
separation for UEs. In EHoLM approach, the handover criteria will not be satisfied until a

UE moves from a CoMP operation to non-CoMP operation of a different eNB or a UE
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moves from one CoMP cooperation set to another CoMP cooperation set that does not
contains the current serving eNB instead of the conventional handover criteria discussed
in equation 17. That is, if a UE moves from a macro cell to a CoMP region, it will stay
connected to the macro eNB (serving eNB) until it leaves CoMP and moves to a no CoMP
region of another eNB. A simplified diagram of EHoLM scheme is shown in Figure 38. In
this figure, dashed lines represent the control plane connectivity and solid lines represent
the user plane connectivity. Initially, when the UE is in the no CoMP region of the macro
eNB, it is connected to the macro eNB both control and user planes. Gradually, when the
UE moves to the CoMP region, it is served by more than one eNBs in user plane, but it
remains connected to the serving eNB in the control plane. Finally, when it moves from
the CoMP to the no CoMP region of the pico eNB, it is handed over to the pico eNB. For

better understanding we present a flowchart of the EHoLM scheme in Figure 39.
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Figure 39: EHoLM handover scheme flowchart
4.3 Modeing Handover and Oscillation in cellular networks

The handover is a process that consumes radio resources, which are limited; therefore, it is
important to minimize the number of handovers and handover oscillations. In this section
we present how we modeled handover oscillation and how the number of handovers and
handover oscillations are counted in the simulation. If a UE handed over from cell u to cell
v and then another handover back from cell v to cell u within the minimum time-of-stay
(MTS) we have a handover oscillation. The time-of-stay (TS) in cell v is the duration of

time from when the UE successfully complete the handover to cell v to when the UE
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successfully sends the handover complete message to cell u. We considered MTS < 1
second for simulation [129, 32]. Moreover, if a UE stays in a cell is less than the MTS, the
handover also is considered as unnecessary [32]. Therefore, reducing the number of
handovers and handover oscillations are the two important metrics in handover
performance evolution. Figure 40 shows how we modeled the handover oscillation in the
left and how we count their number of handovers and handover oscillations in the right. To
count the number of handovers and handover oscillations, we follow the 3GPP

specification as discussed in [130, 9, 32].
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Figure 40: Handover oscillation modeling and computing the number of handovers and

handover oscillations

In this chapter, we focus on how to reduce the number of handovers and handover
oscillations in the UDHetNets to improve the system performance. In the simulation
scenarios, the minimum distance between macro eNB (MeNB) and pico eNB (PeNB) is
considered 100 meters and the minimum distance between PeNB and PeNB is considered

50 meters. In case of handover, UEs are randomly placed all over the coverage area of the
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network and move straight in a random direction to its destination. For handover oscillation
UEs are randomly placed closer to the border of macrocells and picocells (point up). The
UEs then move straight in a random direction with an angle to the point Vp of cell v, which
is also closer to the border of the cells. The UEs move back and forth continuously between

an initial position and final position until the simulation ends

4.4 ModeingtheEHoOLM in HetNetsusing DEVS

To study the handover procedure with decoupling the control plane and user plane and
CoMP we consider heterogeneous networks as suggested by 3GPP in [9, 32]. We designed
a DEVS model to examine the performance of the EHoLM handover procedure in dense
heterogeneous cellular networks. The simplified structure of the model is shown in Figure
41. The top level coupled model is the geographic area, which includes a number of macro
and small cells. Each macro cell contains one MeNB, multiple PeNBs and many UEs. The
numbers of PeNBs and UEs vary based on different scenarios. Each MeNB, PeNB and UE
coupled model is composed of two atomic models named Buff and Proc. In this model we
reuse the Buff atomic model from DCEC model as stated in Chapter 3. This is (reusability)
one of the advantages of DEVS formalism. The UEProc calculates the RSRP based on the
formula we discussed in equation 16. According to the handover criteria, UEProc generates
the MR, starts the TTT and sends it to the MeNB or PeNB through the output port (Out),
when TTT reached the maximum value. The MeNB and PeNB stores that in their own BUff.
The MeNB Buff and PeNB Buff acts as a buffer for the MeNB or PeNB coupled model.
Once the MeNB or PeNB receives message, the MeNB Buff or PeNB Buff pushes it in a
queue as we mentioned before. The message is popped out from the queue and forwarded

to the MeNBProc or PeNBProc when a request is received from the processor. The
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MeNBProc takes the HO decision based on the MR it received from the UE and sends the

HO request to the target eNB through the output port (X2Out).
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Figure 41: Simplified DEV S model for EHOLM in heterogeneous networks

In the Figure 41, the black solid links represents the X2 connections between eNBs
(MeNBs and PeNBs). The blue dotted lines show the radio links between the MeNBs to
UEs and PeNBs to UEs. Moreover, the number of MeNBs, PeNBs and UEs could be any
number according to the simulation scenarios. Finally, all the MeNBs, PeNBs and UEs
together composed the top-level coupled model, which is the network coverage area. The

model is implemented in CD++ toolkit and presented in the next section.
441 Modd Implementation

The model is implemented in the CD++ toolkit, an open source simulation platform that

implements DEVS and Cell-DEVS methodology. Figure 42 below depicts a simplified
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UML class diagram of the model discussed above. The MeNBProc class and the PENBProc
class implement the MeNBProc atomic model and PeNBProc atomic model as shown in
Figure 41 respectively. MeNBProc and PeNBProc classes characterize with id, position,
transmit power, frequency, serving eNB, target eNB etc. The UEProc class characterizes
with the properties such as id, position, speed, power, TTT, offset etc. The UEProc class,
atomic component, calculates RSRP every 40ms and generate MR based on the formula
discussed before. This atomic model checks the handover criteria, if it satisfies, start TTT.
When the TTT reaches to the maximum assigned value it sends the MR to its serving
MeNB or PeNB through the output port (Out). Movement manager keeps track of the UEs
moving from current position to the destination position runtime. The global Buffer class
represents the buffer for each of the MeNB, PeNB and UE, which is the same as Buff we
used in Chapter 3. That is, we are reusing the global Buffer atomic component in this model,
which is an advantage of DEVS because of its hierarchical nature. Msg class define all

types of messages exchange in the networks.
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Figure 42: Simplified class diagram of the DEV S model for EHOLM handover scheme

Once the eNB receives a message, the eNB Buff pushes it in a queue. The message is
popped out from the queue and forwarded to the eNB processor (ENBProc) to process when
a request is received from its processor. The eNBProc takes the HO decision based on the
received MR from the UE and sends the HO request to the target eNB through the output
port (X20ut) as all the MeNBs and PeNBs are connected by X2 links. The number of

MeNBs, PeNBs, and UEs could be different according to the simulation scenarios.
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45 Simulation Scenarios and Results

To study the EHoLM handover procedure in the context of dense HetNets, we considered
the scenarios suggested in [131, 9, 12, 32]. Figure 43 shows the simplified network
architectures of the simulation scenarios we used. The network scenario in Figure 43(a)
has 1 macro cell and 24 Pico cells separated by the minimum ISD as mentioned in Table
11. Figure 43(b) shows a dense HetNet with 7 macro cells and each macro cells has 16
small cells. Small cells are placed randomly following the minimum ISD mentioned in
Table 11. Figure 43(c) shows a dense HetNet with 19 macro cells and 72 picocells. In this
scenario placement of the PeNBs are in the middle of each of the six borders of hexagonal
cells. The number of UEs varies in each network scenarios and discussed later in details.
The UEs are considered initially connected to the eNBs with strongest received power and

move in random directions over the simulation area.

We ran a series of simulations on both EHoLM and the conventional handover model,
based on the initial conditions summarized in Table 11. These simulation parameters have
been chosen based on the 3GPP specifications and other related works [132, 68, 133, 9,
114, 111, 27]. We simulated EHoLM and the conventional handover process as mentioned

in the previous section using different scenarios.

In our simulation scenarios, cells are considered macrocells and picocells in an urban area.

The propagation model is considered, based on 3GPP standard in [134, 9] as follows:

Macro Cell: 128.1 +37.6logio(d), Equation 18
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Pico Cell: 147 +36.7logio(d), Equation 19

where d is the separation between UEs and eNBs.

Scenario (a) Seenario (b)

® A

Coverage Areg  MeMNB  PeNB

Figure 43: Simplified simulation scenarios with MeNB and PeNB placement
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Table 11: Initial assumptions for the simulation

Parameters Macrocell Picocell
Number of eNBs 1,7 and 19 24,72 and 112
Transmit power 43 dBm 30dBm
Carrier Frequency 2000 MHz 3500 MHz
Path loss model 128.1 +37.6logio(d) 147 +36.7log10(d)
Number of UEs 25,50, 100, 200
UE Distribution Uniform: randomly into the simulation area

Uniform: randomly into the closer to the cell edge area
UE speed (km) 3,5, 10and 30
MeNB to PeNB distance ISD > 100 m
PeNB to PeNB distance ISD>50m
Macro Cell Radius 500 m
RSRP sample Every 40 ms
TTT 160 ms
A3 offset 3dB
CoMP threshold 6 dB
Handover preparation time 50 ms
MTS < 1 second

In order to be able to analyze the potential of the EHoLM handover procedure over
conventional handover procedure, we have simulated both the EHoLM and the

conventional handover process as mentioned in the previous section. We considered
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different simulation scenarios with varying numbers of PeNBs and users. The initial
simulation assumptions are shown in Table 11. We run 30 simulations for each of the
scenarios and the simulation results are presented by considering a margin of error for 95%

confidence interval. Some of the collected simulation results are presented below.

Figure 44 shows a comparison between the conventional and EHoLLM with respect to the
frequency of handover as a function of the number of UEs. In this case, we considered one
macro cell with 24 pico cells as shown in Figure 43(a) and a different set of UEs (25, 50,
100 and 200). The speed of the UEs is considered 3km/h and the UEs move at random
directions over the coverage area. The simulation time for all the four sets of UEs is the
same. In 44(a), both the conventional and EHoLM handover procedure use the same carrier
frequency of 2000 MHz for macro and pico eNBs as suggested in [9]. In 44(b), we use the
same carrier frequency 2000 MHz for macro and pico eNBs in the conventional approach,
but carrier frequencies of 2000 and 3500 MHz for EHoLM. In 44(c), both conventional
and EHoLM use different carrier frequency 2000 MHz and 3500 MHz for macro and pico
eNBs respectively as suggested by 3GPP in [9]. All the three cases show that EHoLM

reduces the number of handovers significantly.
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Figure 45 shows a comparison between the conventional and EHoLLM with respect to the
number of handovers as a function of the UE speed. The simulation scenario uses 19 macro
cells, 72 Pico cells as shown in Figure 43(c) and 200 UEs. The speed of the UEs is
considered 3, 5, 10, 20 and 30km/h. The UEs move in random directions over the
simulation area from their current position to their destination. In 45(a), both the
conventional and EHoLM handover procedures use the same carrier frequency of 2000
MHz for macro and pico eNBs as suggested by 3GPP for HetNet scenario 1 [9]. In 45(b),
both the conventional approach and EHoLM use different carrier frequencies of 2000 and
3500 MHz for macro and pico eNBs respectively as suggested by 3GPP for HetNet
scenario 2 [9]. In 45(c), we use the same carrier frequency of 2000 MHz for macro and
pico eNBs in the conventional approach but carrier frequencies of 2000MHz and 3500MHz
in EHoLM. All the three cases with different UE speed show the EHoLM handover

procedure reduces the number of handovers significantly.
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Figure 46 shows the number of handovers required for each of the UE in EHoLM and the
conventional handover approach. In this case, we also used 19 macro cells, 72 Pico cells
and 200 UEs. The blue triangles and the orange circles represent the same UEs in
conventional and EHoML approaches respectively. The same UE shifted its position in the
graph based on the number of handovers in two different approaches. If we look at the
trend lines, it shows that EHoLM reduces the number of handovers about 50% than the

conventional approach.
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Figure 46: Number of handovers with respect to each of the UEs
For farther evaluation, we increase the network density as densification of the network is
considered one of the key enablers to achieve the goal of the next generation wireless
networks. Here we considered a network of 7 MeNB and 16 PeNB in each of the macro
cells as shown in Figure 43(b). The number of UEs is 200 and distributed randomly all
over the network area. The UEs move in random direction within the network. We
considered same carrier frequency (SCF) of 2000 MHz for both macro eNBs and pico
eNBs, and different carrier frequencies (DCF) of 2000MHz for the macro eNBs and

3500MHz for the pico eNBs. Figure 47 shows that in all of the cases EHoLM scheme
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reduces the number of handovers significantly in the dense heterogeneous networks as

well.
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Figure 47: Number of handoversin EHoLM and Conventional handover schemes with

respect to the UE speed and carrier frequencies

According to the simulation results, shown in Figures 44 to Figure 47 we can see that
EHoLM has the potential to reduce the number of handovers, which is one of the main
performance metrics for evaluating the handover process in heterogeneous cellular

networks.

Figure 48 shows a comparison between the conventional and EHoLLM scheme with respect
to the number of handover oscillations as a function of UE speed. The simulation scenario
uses 1 macro cell, 24 Pico cells as shown in Figure 43(a). In this case we considered 100
UEs. The UEs are randomly distributed closer to the cell edge area of macro eNBs and pico

eNBs. The speed of the UEs is considered 3, 5, 10 and 30km/h. In 48(a), both the
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conventional and EHoLM handover procedures use the same carrier frequency of 2000
MHz for both macro and pico eNBs. In 48(b), both the conventional approach and the
EHoLM scheme use different carrier frequencies of 2000 and 3500 MHz for macro and
pico eNBs respectively. According to the figure, in this case of different carrier frequencies
for MeNBs and PeNBs, EHoLM reduces the number of handover oscillations more than
same carrier frequencies for MeNBs and PeNBs compared to conventional handover
process. However, in both of the cases with different UE speed, the EHoLM handover

procedure reduces the number of handover oscillations significantly.
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Figure 48: Number of handover oscillations with respect to the UE speed

Figure 49 shows the percentage of UEs participate in the handover or handover oscillation
in the conventional and EHoLM scheme. In this case, we use the same network and the

same set of UEs for both conventional and EHoLM scheme. According to the figure, 12%
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of the UEs do not require to participate in the handover oscillation in EHoLM scheme. This

results again prove the improvement of EHoLM over the conventional approach.

Percentage of the UEs do not participate in the oscillation
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Figure 49: Percentage of UEs do not participate in the handover process

According to the simulation results, shown in Figures 44 to Figure 49 we can see that
EHoLM has the potential to reduce the number of handovers and handover oscillations.
Number of handovers and handover oscillations are the two key performance metrics for
evaluating the handover process in cellular networks. The reduction of handovers and
handover oscillations will reduce the signaling overhead and switching load within the
cellular network. These overheads are directly impacts to the system performance.
Therefore, EHoLM could improve the performance of cellular networks and user

experience.

46 Summary

The main goal of this research is to improve the UE mobility so that network performance
could be improved and users could get a better experience. EHoLM is tested in different

heterogeneous scenarios as mentioned in the previous sections of the thesis. We have
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shown that this approach reduces the number of handovers compared to the conventional
approach. The simulation results also showed that this approach reduces the number of
handover oscillations compared to the conventional handover approach. The reduction of
the number of handovers and oscillations reduce the control overhead within the network.
Therefore, EHoLM has the potential to improve the overall performance of wireless
cellular networks. In addition, the reduction of the handover failure improves the users’
experience. The potential future improvement of EHoLM approach has been discussed in

Chapter 6.
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5 Chapter: Verification and Validation of Simulation M odels

The primary process for ensuring the credibility and accuracy of the computational results
of a simulation model is known as verification and validation (V&YV). The purpose of this
chapter is to provide a general understanding of how a simulation model can be verified
and validated. We propose a common framework that accommodates both the conceptual
and formal approaches of the V&V process. The study also aims to present where
conceptual and formal V&V process fit into the overall modeling and simulation (M&S)
lifecycle. Moreover, we also present how we validate the simulation models we developed

and used in our research in the earlier two chapters.
51 Verification and Validation Framework

Before discussing the proposed V&V framework, we present briefly some difficulties of
the verification and validation process of a simulation model. First, a model is only
validated with respect to its objective or within an experimental frame (EF). A model valid
for one EF cannot be assumed that it is valid for another EF even though the system of
interest is same. We will discuss more details about EFs later in this section. Secondly,
validation often involves a comparison with the historical data of a real system that a model
runs under the same conditions of the real system. This real system data is actually a sample
data, which in itself creates some level of inaccuracy. Moreover, the performance of a
simulator often correlated with the complexity (scope, number of states per component
etc.) of a model. We might need to simplify a model to execute on a resource-limited
simulation environment that reduce the validity of the model [135]. Therefore, there is

always a trade-off between performance and V&V is needed. Furthermore, a model could
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be developed on a proposed system. In that case, there is no real-world data to validate the
model and we should depend on the expected outcome. Finally, there might not enough
time to validate and verify every aspect of a model and its simulator [136]. As a result, it
is not possible to prove that a model is absolutely correct, but we should consider a certain

level of accuracy within the experimental frame or objective.

Moreover, the techniques of V&V could be formal (quantitative, mathematical proofs) or
conceptual/informal (subjective, qualitative, human reasoning), and each of the approach
has its own advantages and difficulties [137, 138]. It is difficult to apply all of the V&V
techniques to every model and corresponding simulator. For example, in case of large
highly complex system, formal verification is difficult and extensive testing based on
different test cases is suggested [29]. Furthermore, in [137], the author mentioned that

model validation cannot be absolute and entirely formal.

Keeping in mind all of the above issues, in this section we presented a common framework
for the V&V process of a simulation model as shown in Figure 50. In this framework, we
tried to accommodate both informal and formal techniques of the V&V process as the

ultimate objective is to improve the accuracy and gain the users’ confidence.
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Figure 50: A common framework for verification and validation process

In the proposed framework, system of interest is a real system or a virtua system. The
system is observed or experimented based on the system experimental frame (SyEF). The
system experimental frame (SyEF) is a specification of the conditions according to the
objective under which a system will be observed or experimented with. Oren and Ziegler
in [139] defined five types of information to be contained in an experimental frame. The
information that should have into the EF are: observational variables, input schedule,
initialization settings, termination condition and collection of simulation data and display.

Later, Daum and Sargent in [140] also discussed EF and suggest adding one more
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component such as system structure. In thisthesis, wireless cellular network is our system
of interest. For example, following are some of the information of the SyEF we defined for

our experiment to analyze the handover process in wireless cellular networks:

Observational variables: number of handovers, number of ping-pongs and handover

failurerate.

Input schedule: measurement report (MR) triggering rate, TTT rate and UE speed.
Initialization settings: MeNB transmit power 43 dB, PeNB transmit power 30 dB, etc.
Termination condition: predefined runtime.

Collection of simulation data and display: 95% confidence interval, histogram, and

line chart etc.

A model of areal system is designed to conduct experiments for better understanding the
behavior of the system. We can design a conceptual model or a formal model or both. A
conceptual model is an abstract representation of the system of interest. A conceptual
model is an informal description of the system to communicate with the diverse groups,
participating in the M& S process. It designs to provide the inside of a system and how it
worksin general. A conceptual model may be written using natural language. However, a
conceptual model is extremely useful to describe a technically advanced system to
someone who is not familiar with the system details. On the other hand, aforma model is
a representation of the system dynamics using a formal method such as automata theory,
DEV Sformalism etc. It isan unambiguous description of model structure. A forma model
provides better services for model testing, modification and reuse. A formal approach can

reduce the ambiguity and enhance teamwork, which ultimately reduces the development
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time and cost. More importantly, a formal method also provides mechanisms to formally
validate and verified a model. In this thesis we used DEV'S formalism to model wireless
cellular networks to analyze our proposed algorithms discussed in the earlier chapters.
Figure 41 shows the DEV S model for handover processin heterogeneous wireless cellular

networks.

The content of the experimental frame could be different in the modeling domain as we
show in Figure 50. In thisframework, the experimental frame for amodel is called as model
experimental frame (MoEF). The MoEF triesto mimic the experiments defined in the SyEF

on the original entity to obtain the desired results [33].

A simulator is a set of instructions that capable of executing a model to generate its
expected behavior or produce the results. A simulator could be one entity integrating
simulation model and simulation engine or two separate entities, simulation engine and
simulation model as shown in Figure 50. The second option could provide more flexibility
and robustness in case of model implementation as it provides complete separation of
simulation engine and simulation model. In our research, we used the separation of
simulation model and simulation engine. Figure 51 and 52 show the code snippet of the
simulation model transformed from the DEV S model as shown in figure 41 for handover
process in heterogeneous wireless cellular networks. In Figure 51, MeNBProc, PeNBProc
and UEProc arethe DEV S atomic models as describesin Section 4.4. Figure 52 shows the
MeNB, PeNB and UE coupled models as shown in Figure 41. The ssimulation engine we

used is the CD++ toolkit, implemented based on DEV S theory.
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The experimental frame for simulation is called as simulation experimental frame (SIEF).
The SIEF is derived from the MoEF so that the simulation model should be able to answer
the same queries defined in the MoEF [33]. The separation of the three different
experimental frames (SyEF, MoEF and SIEF), and formalize the model experimental frame
(MoEF) and the simul ation experimental frame (SIEF) could be a possible extension of this

work.

MeNBProc: :MeNBProc ( const std:istring &name ) @ Atomic( name ),
In{ addInputPort{ "In" )}, Out{ addOutputPort{ "Cut"™ }),
X2out { addCutputPort{ "XZout"™ )}, Reg({ addOutputPort( "R=g" })

{ ... }

Model &MeNBProc::externalFunction{ const ExternalMessage &msg ) { ... }
Model &MeNBProc::outputFunction({ const InternalMessage &msg ) { .
Model &MeNBProc::intermalFunction{ const InternalMessage & ) { ... }

PeNEBProc: :PeNBProc ( const std::string &name ) : Atomic( name ),
In{ addInputPort{ "In" )}, Out{ addlutputPort{ "Cut™ )},
X2out ( addCutputPort({ "XZout" )}, Reg( addCutputPort( "REsg" })

f ... }

Model &PeNEBProc::externalFunction{ const ExternalMessage &m=sg ) { ... }
Model &PeMBEProc::outputFunction( const InternalMessage &msg ) { |
Model &PeNBProc::internalFunction{ const InternalMessage & ) { ... }

UEProc: :UEProc ( const std::string &name ) @ Atomic{ name ),
In{ addInputPort{ "In" )}, OCut{ addCutputPort{ "Cut"™ }),
Reg( addOCutputPort{ "Eeg" })

{ ... }

Model &UEProc::externalFunction{ const ExternalMessage &msg ) { ... }
Model &UEProc::outputFunction( const InternalMessage &msg ) ves
Model &UEProc::internalFunction{ const InternalMessage & ) { ... }

globalBuffer:: globkalBuffer( const string &name ): Atomic (name),

In{addInputPort{"In"}), Regl{addInputPort {"R=g"}},
X2in{addInputPort {("X2in"} ), Cut(addCutputPortc("Cut"})},
{ --. 1

Model &globalBuffer::externalFunction(const ExternalMessage &msg J{...}

Model &globalBuffer::internalFunction{const InternalMessage &m=sg }{...}
Model &glokalBuffer::outputFunction{ const InternalMessage &msg )} {...}

Figure 51: Sample code snippet of the simulation model (atomic models) devel oped from

the DEV S model for handover process in heterogeneous cellular networks
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[top]
components: MeNBl ... MeMBn PeNEl ... PeNBnm UElL ... UEn

Link: XZout@MeNBl XZin@PeNB1
Link: XZout@MeNBl XZin@fMeNBZ

[MeNE1]
components: MeNBBufflBglobalQusus MeNBPlEM=MEProc

-~

out: Out
in: X2Zin

Link: XZout@MeNBPl XZout

[MeNBF1]
X

¥:
frequency:

[MeNBBuffl)
[PeNB1]

[UEL)

Figure 52: Sample code snippet of the simulation model (coupled models) devel oped

from the DEV S model for handover process in heterogeneous cellular networks

Verification process ensures that the ssmulator or the simulation model carries out the
model instructions correctly. The verification process focuses on the identification and
removal of errorsin the implementation (simulation model) of the system’s model. On the
other hand, validation isthe processto establish the validity of the structure of amodel and
the accuracy of the behavior of amodel to reproduce the behavior of the system of interest
according to the objective of the study. V&V process could be conceptual/informal and
formal as we stated before. Conceptual validation determines that the model holds the

necessary details (system structure, input-output data etc.) representing the system of

162



interest to meet the objective of the study [136, 105]. It placed between the system of
interest and the model as shown in Figure 50. Formal validation, on the other hand checks
the validity of a formal model according to the experimental frame defined from the
objective of the study. In the formal validation approach, three steps are replicative,
predictive and structural. Replicative validation is the basic level of validation process
compares the input/output behavior of the model and the system. Predictive validity
requires model and system agrees the input/output functions. Finally, structural validation
compares the state transition and coupled components of the model and the system [29,
135]. Accordingly, validation could be conceptual/informal or formal or complementary
as the ultimate objective is to establish the validity of the structure and the behavior of a
model. The V&V of asimulation model is aprocess of confidence building, improving the
accuracy. Therefore, in the proposed framework, we accommodated both conceptual
validation and formal validation approaches and present where they are suitable in the

M& S lifecycle as both of the approaches can be used complementary manner if required.

In the next section we discussed the verification and validation process considering the
modelswe developed in our previous chaptersto study the proposed algorithmsin wireless

cellular networks.

5.2 Vaerification and Validation of Simulation Modéels

In this section we discussed the V&V techniques we used to verify and validate the

simulation models we developed and used in our research.

163



5.21 Vaeification

Verification is the process of confirming that a model has been transformed into a
simulation model or simulator with acceptable accuracy according to the model’s
specification. According to the literature code verification and solution verification are the

two key categories of verification process [141, 107, 29]:

Code verification ensures that the numerical algorithms or mathematical models are
correctly implemented in the simulator and identify the errors into the code. The goal of
code verification is to ensure that the code is a correct representation of the underlying
model. The code verification is between the model and the simulator or the simulation
model as defined in the framework and shown in Figure 50. There are a number of
techniques are used for code verification, following are the two widely accepted activities

that we used in our simulation model [107, 142]:

(1) Trend test

(2) Code-to-code comparisons

Trend test: In this method a set of calculation is performed by changing the input
parameters to test whether the code can generate expected outcomes. The input and output
can aso be preset to the domain experts to get a judgment. In our work, we did trend test
for al algorithms and mathematical models we used in our networks. For example, in the
DCEC agorithm we randomly changed the eNB throughput to examine how the
coordination station (CS) changes occurred. For propagation model we changed the
transmit power of different types of eNBs and checked the signal strength in the different

region of the network. We also changed the position of UEs in the network and observed
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that the UES can be connected to the right eNB based on the received signal strength. The
test outcomes are examined by the Ericsson experts lead by Gary Boudreau and Ronald

Casselman.

Code-to-code comparison test: another widely use approach is code to code comparison,
in which the output of one code is compared to the output of another code. In this test we
checked the output of our propagation model to the output of the propagation model of
previously completed research work in the area of wireless networks in our lab and the
other research works in this area. The average number of eNBsin a CoMP cooperation set

is also compared and matches to the other related research works.

Solution verification starts after the code verification of asimulator. It checksthe accuracy
of the simulations outcome compared to the model outcome. Solution verification mainly
focuses on the verification of the numerical accuracy of the solution obtained [107]. To
verify the numerical accuracy, we considered round-off error and iterative convergence
error. To reduce the round-off error and iterative convergence error we specify the
precision depending on the programming language we used (C++), as suggested in [143].
We use rounding very carefully such as we did rounding for calculating the position

(coordinates) of eNBs and UEs that does not affect our concern output of the simulation.

Moreover, we used the CD++ simulation engine that implements DEVS formal
specification. The CD++ toolkit isaformally verified simulation engine. Therefore, we are
more concern about the code verification and the solution verification of simulation model
rather than formal verification in this case. We also use DEV S formal specification for the

simulation models we devel oped to analyze the cellular networks employing our proposed
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algorithms as we said before. The use of forma model and formally verified ssimulation

engine enabl es automated simulation model verification [144].

5.2.2 Validation

Validation is the process of determining the degree to which a model is an accurate
representation of the real system from the perspective of the intended uses of the model as
we stated before. Naylor and Finger formulated a three steps validation process that has
been widely followed [100]. Moreover, Sargent in [105, 145] and Robinson in [136] also
discussed validation techniques those are generally used. In this thesis we considered

following validation techniques suggested in the above-mentioned articles.

Face validation: The first step of a model validation is that the model should appear
reasonable to potential model users and domain experts. We presented our models and
overal input-output of the model to the Ericsson experts to get their feedback. We also

presented any improvement of our model often to the other researchersin our lab.

Validation of model assumptions. Related to the collection of reliable assumptions and
statistical analysis. Thisisaso known as datavalidation. All of our simulation assumptions
in both the DCEC CoM P coordination architecture and the EHoLM handover approach are
based on the 3GPP specifications and other state-of-the-art related works, and we cited that
in the thesis. For example, Table 12 shows the simulation assumptions and corresponding
references for each of the parameters we assumed in EHoL M approach. Moreover, in case
of user arrival and user distribution in the networks we considered probability distributions
suggested in the 3GPP specifications and verified with the Ericsson research team as we

mentioned before..
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Table 12: Simulation assumption and corresponding references

Parameters Value References
Number of MeNBs 3,7, 19 [32, 9, 68]
Number of PeNBs 6 per macro cells (Hexagonal border of [32, 9]

each macro cells) and 10 per macro cells
MeNB Transmit power 43 dBm [32, 9]
PeNB Transmit power 30dBm [32, 146, 9]
Carrier Frequency 2000 MHz [9, 146]
3500 MHz [9]
Path loss model 128.1 +37.6logio(d) [32, 147, 9]
Path loss model 147 +36.7log10(d) [32, 147, 9]
UE speed (km) 3,5,10and 30 [32, 9, 148]
MeNB to PeNB distance ISD > 100 m [9, 27]
PeNB to PeNB distance ISD > 50 m [9, 27]
Macro Cell Radius 500 m [35, 9]
RSRP sample Every 40 ms [32,9, 149]
TTT 160 ms [32,9, 149, 129,
148, 128]
A3 offset 3dB [32, 149, 129]
CoMP threshold 6 dB [111, 68, 112]
Handover prep. time 50 ms [32,9, 129]
MTS <1 second [32,9, 129]
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Degenerate test: In this technique a model is tested by selecting the appropriate value of
the input and internal parameters. In our models we checked how the eNB queue behaves
with the increase or decrease of the CSl feedback periodicity or density of the UEs in the

networks.

Extreme condition test: Checks the reasonability of the outputs for any extreme factors. In
our simulation models we checked if a UE is in stationary, does it trigger or not the

measurement report (MR) to the serving eNB.

Event validation: Determine the similarity of occurrence of events considered in the model
to the real system. For example, in our simulation model we considered a UE calculates
measurement report (MR) in every 40ms and CSI feedback periodicity is 5ms or 10ms

based on the industry specification.

Aswe stated before, in thisthesis we presented anovel coordination architecture for multi-
cell cooperative communication to improve the performance of wireless cellular networks
by reducing signaling overhead and delay. Employing new architecture into the networks
could consider a proposed system and we don’t have rea-world data to be validated. The
situation like this, comparing the simulation against the mathematical model is suggested,
as a mathematical model is able to predict the outcome of the ssmulation model [136].
Therefore, we developed simplified mathematica models to calculate the number of
control messages related to CSI feedback transmit into the networksfor all the three CoMP
coordination architectures (Centralized, Distributed and DCEC). We compared the
simulation outcome to the mathematical model outcome. This approach can be considered

as operationa validation or replicative validation which is the basic level of forma
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validation approach. Message transmission is considered because of its high importancein
the communication networks. Following are the mathematical models we develop to
calculate the number of CSI feedback messages for centralized, distributed and DCEC

CoMP coordination architectures.

T n
NCSI_been = Z z ((NbeEiAt—eNBsi + foeNBsiAt—CU)

t=1i=1 Equation 20

+ (Nesetys, 2))

>

T

NCSI_fbDis = (NbeEiAt—eNBsi

n
At=1i=1 Equation 21

+ (foeNle-At—eNBci) . (NCSBfUEi - 1))

T n
NCSI—fbDCEc = z Z ((NbeEi—eNBsi + (NmSQ_CSUEi) 'NCSEfUEi)

Equation 22

+ NbeEiAi_CSUEi)

In the above equations, N¢g;—fp,.,, IS the number of control messages related to CoMP
cooperation in the centralized architecture, N¢g,_yp,,. in the distributed architecture and
Nesi-fppege 1N the DCEC architecture. At is the number of time steps, which is depends

on the CSlI feedback periodicity. The number of UEsin the CoMP operation is represented
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by i. NbeE.M_eNBS, Is the number of feedback messages from UE;toits serving eNB at At.
Nifonss,y-cu Is the number of CSI feedback forward messages from serving eNB to CU in
case of centralized architecture at time step At. Ncgee,,. 1S the number of eNBs in the

CoMP cooperation set for UE;. foeNBS,A is the number of CSI feedback forward

t—eNBc;
messages from serving eNB to cooperating eNBs of UE; in distributed architecture.

Ninsg—csy.1S the number of messages to elect a coordination station (CS) for UE; in the

DCEC architecture. Finally, NbeE.A__ E'is the number of CSI feedback messages from

CSy

UE; to CSin each time step.
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In Figure 53 (a, b and c) blue lines represent the outcome of mathematical models and red
dotted lines represent the outcome of the ssmulation models for DCEC, centralized and
distributed CoMP coordination architectures respectively. We considered a network
scenario with 7 macrocelIs and 10 picocellsin each of the macrocells. In al the three cases
we did message count every 500 ms for both mathematical and simulation models and
plotted them. The horizontal axis shows the simulation time and the vertical axis showsthe
message count. To make it more clear, in the upper left corner of each of the graphs we
magnify the areafrom simulation time 1400000 msto 1410000 ms. The difference between
the outcome of the simulation model and the mathematical model in each of the

architecture is about 0.34 to 0.45 percent, which is quite acceptable.

For farther validation of the handover model, we compare the simulation outcome (number
of handovers) in homogeneous networks and heterogeneous networks, and confirmed that
to the 3GPP specifications. The simulation scenario is considered 19 macrocells for
homogeneous networks and 19 macrocells with 72 picocells for heterogeneous networks
in the same coverage area. The pico eNBs are positioned at the border of macrocells as

suggested by the 3GPP specifications to study HetNets.
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Figure 54: Number of handovers with respect to UE speed for homogeneous networks

and heterogeneous networks

The simulation outcome is presented in Figure 54. In this figure, the gray bars represent
the numbers of handovers in the homogeneous networks and the blue bars represent the
number of handoversin the HetNets for different UE speeds. The simulation results show
that the increase of handovers in HetNets compare to homogeneous networks is about
122% to 147% depending on the speed of UEs. The increase of the handovers in our
simulation outcome agrees with the numbers (120% - 140%) mentioned in the 3GPP

specification, telecommunication standardization body [9].

53 Summary

In this chapter we presented acommon framework that accommodates both conceptual and
formal approach of verification and validation process. The framework also shows where

the conceptual and formal V&V process fit into the modeling and simulation lifecycle.
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Moreover, we discussed several well-accepted V&V techniques and presented how we
verified and validate our simulation models based on these techniques. We want to extend
the verification and validation process focusing on formal approach for the simulation
modelsin the area of wireless networks. Moreover, we discussed the potential future works

in the next chapter.
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6 Chapter: Conclusion and Future Work

This research investigates the issues of control plane signaling overhead in multicell
cooperative wireless cellular communications. Several agorithms have been proposed to
improve system performance reducing the signaling overhead. This chapter presents the
conclusions of the research deducted from the results of the previous chapters and some

prospective future research lines.

We addressed the signaling issuesin multicell cooperative cellular networks, and presented
novel control plane algorithms for multicell multitier cooperative cellular networks. We
identified the open issues and challenges as presented in Chapter 2. Among these
challenges, we focused on the CSI feedback overhead and latency, and on mobility

management.

One of the contributions of this research work was to reduce the CSI feedback overhead
(signaling overhead) and the latency for improving system performance. We presented two
algorithms: a coordination architecture named DCEC (Direct CS-feedback to Elected
Coordination-station) for CoMP transmission, and an extended version for heterogeneous
cellular networks named DCEC-HetNet. To study the CoMP operation employing the
proposed coordination architectures, we built simulation models using the discrete event
system specifications (DEVS) formalism and run simul ations on various homogeneous and
heterogeneous network scenarios. We aso presented how DCEC and DCEC-HetNet
reduce the CSI overhead and the feedback latency compared to other two CoMP
coordination approaches. According to the simulation results, our new coordination

architecture has the potential to improve the performance of the cellular networks reducing
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the signaling overhead and feedback latency. However, if the coordination station (CS)
changes very rapidly, for example, every 100ms or less, DCEC will be less efficient than
the traditional approaches. Though, in practice, the CS change does not occur that
frequently, since for CoMP deployment the speed of a UE suggested by the 3GPP release

11 and 14 is about 3km/h [12, 27].

We a so presented an extended handover procedure EHoLM (Enhanced Handover for Low
and Moderate speed UES) for dense heterogeneous cellular networks (Chapter 4). To study
EHoLM we also built a ssmulation model using DEV'S and run simulations considering
several dense heterogeneous scenarios employing both EHoLM and a conventional
handover procedure suggested in 3GPP specifications. The experimental results showed
that the proposed handover approach has the potential to reduce the number of handovers
and handover oscillations. This reduction improves system performance, as handover is
one of the most resource-hungry procedures in cellular networks. The EHoLM handover

procedure is not considered for high speed UEs.

A common framework for verification and validation process was presented in Chapter 5.
In this framework we accommodated both forma and conceptual approach of V&V
process. This framework also shows where different approaches of V&V processfit in the
modeling and simulation lifecycle. In this chapter, we also presented how we verified and

validated the models we devel oped to study the a gorithms we proposed.

176



Following, we present some ideas that could be used as future extensions to our work.

The DCEC coordination architecture could be extended finding the optimal coordination
station (CS) considering more parameters that better characterize the current status of an
eNB in the context of ultra-dense heterogeneous networks (UDHetNets). This improved
algorithm would provide us an optimal base station as well as might provide us enough
information to mute base stations (eNBs). Muting an eNB will reduce the power
consumption of the network as energy efficiency or green communication is one of the
visions of information and communication technologies (ICT) for environmental

sustainability of the future world.

Likewise, the EHOLM handover procedure needs deeper analysis on the handover failure
rate. A further advancement of the EHoLM handover procedure could be to examine how
it affects the power consumption of the user’s equipment and the networks since the power
consumption of a device aso depends on the message transmission. As the EHoLM
handover process reduces the control messages transmission within the networks, it might
have the potential to improve energy efficiency (battery lifetime), which is one of the goals

of the next generation wireless cellular networks.

The radio resource allocation in the control plane is gradually increasing in cellular
networks that consume a significant amount of bandwidth. Radio frequency is the most
scarce but precious resource in wireless cellular networks. Analyzing the wireless traffic
dynamics employing data science agorithms for dynamic radio resource allocation could
be another extension of our work. In thisview, integrating data driven machine learning in

the control plane to minimize the radio resource alocation in control plane could be a
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significant advancement in wireless networks.

Moreover, in the verification and validation framework we need to define and formalize
the model experimental frame (MoEF) and the simulation experimental frame (SiEF) more
clearly. A possible extension of this work is to define verification and validation test for
the DEVS models in the area of wireless networks. Finally, the need for automated
verification and validation tool is abig challengein M& S lifecycle. Therefore, developing
aformal validation and verification tool and incorporating that into the CD++ toolkit could

be a further advancement of this research.
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Appendices

Appendix A Control Plane Protocol Overview

The protocol architecture of the LTE and beyond cellular networks spans both user plane
and control planes. The user plane is responsible for the transmission of actual data and
voice. The control plane is responsible for a number of signaling functions to facilitate the
user plane. The resources assigned for control plane in traditional wireless networks is
about 5% of the total resources available in the system [150]. However, in new generation
cellular networks need new approaches to improve the performance of the cellular
networks, which requires exchanging more control information within the networks.
Therefore, the requirement of resources for control signals also increasing and need to be

managed very efficiently.

UE ‘ eMB MME

MAS

Figure 55: Control plane protocols

Figure 55 shows the control-plane protocol stack for the LTE and beyond cellular networks
[35]. The main services and functions of the different sublayers (MAC, RLC and PDCP)

of layers 2 are proving control channels for the transfer of control plane information. The
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radio resource control (RRC) and the non-access stratum (NAS) are responsible for three
major control plane functions: (1) connectivity management, (2) mobility management and
(3) radio resource management [35]. The RRC layer broadcasts the system information,
establish, maintain and release a connection between the UE and the E-UTRAN. For the
mobility management: UE measurement reporting (MR), handover decision, UE cell
selection, establishment and release of radio bearer are also been done in RRC sublayer.
Furthermore, for multi-cell cooperation: inter eNB communication, CSI feedback and
exchange among the eNBs done in the control plane. The NAS sublayer provides
connection/session management between the UE and the core network, authentication and
location registration management. In this thesis, we studied coordination architecture and
mobility management of cooperative communications of cellular networks to improve the

performance of the system.
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Appendix B Basic Transmission Scheme and Physical Resour ces

In order to support flexible bandwidth and high data rate cellular networks adopted
OFDMA from LTE networks. Downlink and uplink transmissions are organized into radio

frames with T = 10ms duration. Each frame consists of 10 subframes of 1ms length, is

the shortest interval for the transmission of resource blocks. A subframe consists of 2 dots,

each of 0.5mslength and each slot consists of 7 symbols of duration Ts,,,,,,, = 2048 X Tg =

1

66.667 us. Where, T, = NerrxdS — (2048x15000)

seconds = 32.552 ns and Nger = 2048

and Af = 15000kHz. These seven symbols come with normal cyclic prefix (CP) length of

5.2083 psfor the first symbol and 4.6875 ps for the remaining six symbols.
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Figure 56: Transmission scheme and physical resource elements in wireless networks

As a global standard, LTE and beyond cellular networks adopt a wide variety of
government specified spectral bands such as 1.4, 3, 5, 10, 15 and 20 MHz [81, 151, 152].
Regardless of the total amount of bandwidth, LTE and beyond networks allocates time-
frequency resources in terms of same resource unit called resource block (RB). An RB is

composed of Ng;,., = 7 symbolsand N§? = 12 subcarriers. Each subcarrier Af = 15 kHz

as we stated before. Therefore, each RB consist of 180 kHz in the frequency domain and 1
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dot which is 0.5 ms in the time domain. As a result, the total number of RBs varies
according to the frequency bandwidth in use. The smallest resource unit isresource element
(RE), which is defined as 1 subcarrier x 1 symbol in the resource grid as shown in Figure
56. Therefore, thetotal number of RE inan RB is12x7=84. Table 12 presentsthe summary

of resource parameters in wireless networks.

Table 13: Resource parameters of LTE and beyond cellular networks

System Bandwidth

1.4MHz 2MHz 5MHz 10MHz 15MHz | 20 MHz

Subcarrier Size Af

FFT size (N FFT)

Number of Subcarriers

per RB (N&8)

Number of Symbols per
7 (normal CP)

RB (N§Z.»p)

Number of RB (N35 6 15 25 50 75 100

Number of Subcarriers
72 180 300 600 900 1200

(N3¢
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Appendix C Discrete Event System Specification

The discrete event systems specifications (DEVYS) is a forma modeling and simulation
(M&S) methodology for discrete event simulation models. It was introduced in 1976 to
formalize the M&S of dynamic systems based on system theory [29]. DEVS supports
formal specifications for modeling both discrete and continuous systems. A DEV S model
is organized hierarchically using modular descriptions, which facilitates construction,
maintenance and reusability of the simulation while reducing the calculation time [153,

154]. In this appendix we provide a brief introduction about DEV S formalism.

A real world dynamic system modeled using DEV S can be described as a composition of
atomic and coupled components. An atomic model represents a part of the system that
describesthe behavior of the part of the discrete event system as asequence of deterministic
transitions between states in response to the triggering of events. An atomic model changes
its state if it receives an input via the input port or at the end of the time delay, whichever
happens first. A coupled model is composed of several atomic or coupled sub-models;

those are interconnected through the model’s interface.

In the DEV S formalism, an atomic model is specified as follows [33, 29]:

AM = (X,Y,S,8int) Ocxtr A, tQ), Equation 23
where,
X isaset of external input events, Y is aset of external output events and Sisthe
set of states. 6;,,; : S — S istheinternal state transition function and 8, : Q X X — S'is
the external state transition function, where Q = {(s,e) |s€ S, 0 <e < ta(s) }ande is

the elapsed time. The output function, 1: S — Y and thetime advancefunction, ta : S - T.
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According to the above specification, an atomic model isin astate s € S at any given time.
The external transition function §,,; invoked due to the reception of an input. That is, if
the model experiences an external event, it processes the input and change to a new state
according to the external transition function. If no external event happens, the model
remains in the same state for a lifetime, defined by the ta(s). When ta(s) expires, an

interna event occurs and an output may be processed that transmit through the output ports.

A coupled model is composed of atomic and coupled components as stated before. It is

specified as follows [33, 29].

CM = (X,Y,D,M,EIC,EOC,IC, select), Equation 24
where,
X isaset of input events and Y is a set of output events. D is a set of component
IDsand M is aset of possible DEVS models (atomic or coupled). EIC is a set of external
input couplings, EOC is a set of externa output couplings and IC is a set of interna

couplings. The tiebreaker function is represented as select.

Figure 57 shows a ssimple DEV'S model of one coupled model with two atomic models.
The top mode! is the eNB coupled model that consist of two atomic models, Buffer and

Processor. The coupled model and the atomic models are interconnected through the
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input/output ports. Moreover, in Figure 57, Buffer and Processor also communicate with

each other through Rout and Rin ports.

eMB
I:atin¢ Rout
In
i}—b Buffer % Processor Mh&h

Figure 57: A simple DEV S coupled model with two atomic models

The CD++ is an open source tool for discrete event modeling and simulation. It provides a
devel opment environment for implementing DEV S and Cell-DEV S models[33]. A DEVS
atomic model can be developed and integrated onto a basic class hierarchy programmed in
C++. Coupled models can be defined using a built-in language according to the
specifications.

As we said before, we use DEVS to develop simulation model for cellular networks
employing proposed approaches. The DEV'S formal specification provides a number of
advantagesfor modelling and simulating of systems[29, 33]. The hierarchical and modular
nature of DEV S allows models to be extended and reused easily. Formal specification is
useful to improve the security and reduce the development costs of a simulation. In this
approach experimental framework (EF) is used as a testing module that improves model
testing as well. Moreover, a well-defined separation of model, smulator and EF enables

models and simulators to be validate and verified independently.
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