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ABSTRACT

Modern IoT applications present demanding Quality of Service (QoS) requirements that can no longer rely on a centralized solution to offload compute-intensive tasks. Edge Computing tackles these limitations by extending the Cloud to the edge of the network. However, the distributed and complex nature of Edge infrastructures introduces new technical challenges that must be addressed to develop a successful solution. Modeling, Simulation, and Optimization (M&S&O) tools can aid in the automatic design of modern Edge deployments. Here we present a decision support module that allows practitioners to automatically improve aspects of their Edge infrastructure by applying different optimization algorithms, such as simulated annealing, tabu search, and stochastic hill climbing. Furthermore, the structure of this module allows us to extend the available optimization methods if needed. We illustrate how this tool can help us to improve energy consumption policies of Edge Computing facilities and reduce their operational costs.
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1 INTRODUCTION AND RELATED WORK

The Internet of Things (IoT) has been gaining prominence over the past few years, with considerable growth in its market from 2014 to the present (Dahlgvist et al. 2019). Furthermore, forecasts suggest that this growth will continue to increase in the future (Lueh 2020). In turn, IoT applications have progressively increased the complexity of their ecosystems, sharing and self-managing their resources autonomously to achieve a common goal in a coordinated manner. However, IoT devices often have intrinsic limitations in terms of storage and processing capacity. Thus, compute-intensive applications and massive data storage require additional infrastructure for effective real-time processing of large volumes of information whose sources are geographically distributed. Traditionally, Cloud infrastructures have provided support to complement IoT services (Stergiou et al. 2018). Some IoT applications have stringent Quality of Service (QoS) requirements such as low latency or high mobility. For these time-critical applications, a centralized data center approach has some limitations. Edge Computing emerges as a solution to these limitations, moving data processing to the edge of the network (Shi et al. 2016). Computing resources are decentralized and distributed geographically closer to devices to reduce latency and network costs (Pan and McElhannon 2018) significantly. Although there is no consensus on the location of Edge Computing yet, we follow the Internet Service Providers (ISPs)' point of view, which devise Edge Computing as a set of distributed computing nodes from the access networks to the public Cloud (Cisco 2022). Edge Data Centers (EDCs) provide real-time data processing and basic analytics, while the Cloud support big data applications and data warehousing. Figure 1 shows a diagram of this Edge Computing architecture.

Figure 1: Diagram of the Edge Computing infrastructure.

The current challenge is to design fully functional Edge infrastructures that guarantee the exchange of data between devices and EDCs for computation offloading while decreasing the operational costs and increasing the infrastructure’s energy efficiency.

Edge Computing infrastructure Modeling and Simulation (M&S) tools enable the analysis of the operation of these systems prior to their implementation. Modelers can simulate different scenarios to assess how an Edge solution would behave under a given set of conditions. Integrating M&S practices in developing complex systems such as Edge Computing infrastructures allows for finding suitable solutions in less time while
minimizing investment costs. Currently, there are numerous software tools for modeling and simulation of IoT and Edge Computing scenarios (e.g., iFogSim (Gupta et al. 2017) or EdgeCloudSim (Sonmez, Ozgovde, and Ersoy 2017)). The Mercury Modeling, Simulation, and Optimization (M&S&O) framework (Cárdenas et al. 2020) allows analyzing federated Edge Computing infrastructures. However, none of these frameworks integrate optimization tools to automatically improve the performance of the scenario based on the results obtained by the simulation and the system requirements. Instead, these changes must be made manually, with the participation of an active observer of the system’s operation.

Considering these facts, the aim of this research is the definition and implementation of an optimization tool that assists in the process of designing Edge Computing infrastructures, applying optimization algorithms of different profiles. Mathematical optimization uses system information to obtain the best solution considering specific constraints that must be satisfied. Usually, the objective function or some constraints cannot be handled by classic optimization approaches. Instead, other techniques based on heuristic methods can reach near-optimal solutions in a reasonable amount of time. Among these techniques, metaheuristic algorithms work particularly well, since they can find a sufficiently good system configuration with limited computing resources in a reasonable time frame (Yang 2011). As another advantage, metaheuristics are not problem-specific. Instead, they treat the problem as a black box. Thus, we can apply them to optimize complex systems with numerous degrees of freedom and non-linear behavior. These particularities make metaheuristic algorithms great candidates for optimizing Edge Computing scenarios. We are interested in experimenting with simulated annealing (Delahaye, Chaimatanan, and Mongeau 2019), tabu search (Prajapati, Jain, and Chouhan 2020), and stochastic hill climbing (Mondal, Dasgupta, and Dutta 2012) as examples of metaheuristic algorithms that can help in the complex system development process. These methods are a good starting point because they present a fair compromise between effectiveness and simplicity of implementation. Based on these ideas, we researched how to conduct these studies, and implemented a decision support module for the Mercury M&S&O framework. This tool integrates different optimization algorithms for automating the design and dimensioning of Edge Computing infrastructures. The decision support module applies different optimization techniques and it is flexible enough to solve problems related to system requirements of different natures. We also present a use case in the area of smart cities to illustrate how this optimization tool can contribute to providing a more sustainable infrastructure. Finally, we discuss the performance of different optimization techniques for the proposed case study. The presented decision support system is publicly available on the repository for Mercury (Cárdenas 2023)

The remainder of this paper is organized as follows. Section 2 summarizes the architecture of Mercury, the M&S&O framework for Edge Computing for which the decision support framework is designed. Section 3 elaborates on the main elements of the implemented decision support framework. We define a case study scenario and illustrate how the decision support framework works in Section 4. Finally, we draw conclusions and propose future work in Section 5.

2 BACKGROUND: MERCURY

Mercury is an M&S&O framework for federated Edge Computing infrastructures. Mercury provides a fine-grained level of detail of all the entities comprising the Edge Computing scenario to assist in the decision-making process when designing and operating Edge Computing facilities. This tool is built on top of the xDEVS simulation engine (Risco-Martín et al. 2023), a framework for describing systems using the Discrete EVent System specification (DEVS) formalism (Zeigler, Muzy, and Kofman 2018). Figure 2 represents the principal elements of Mercury. The clients layer represents the end users that utilize Edge Computing resources for their applications. Clients are usually embedded systems with intrinsically limited processing and energy resources. These embedded systems offload compute-intensive tasks to one of the EDCs comprising the EDCs layer. To offload requests to an EDC, clients and EDCs must be connected to the same network. The gateways layer contains all the nodes installed by the ISP that connect clients to the rest of
the scenario. The core layer models all the infrastructure management functions performed by the ISP that owns the network. In particular, two of these functions are modeled: the Access and Mobility Management Function (AMF), which processes new connection requests from clients to ensure that they have permission to connect and keeps track of which client is connected to which gateway, and the Software-Defined Network Controller (SDNC), which is in charge of routing the incoming computation offloading requests to the most suitable EDC of the federation. Additionally, the core network layer acts as an intermediary between the Cloud layer and the rest of the scenario. Cloud facilities serve as a backup in case the Edge Computing federation gets congested and cannot provide service to all the clients in the scenario. The crosshaul and access layers model communication networks are used by the rest of the elements to communicate with each other. Alternatively, the client generator module manages the creation and removal of clients during a simulation.

Mercury implements a novel smart grid-awareness approach for improving the carbon footprint of Edge Computing facilities, presented in Figure 3. In Mercury’s smart grid layer, an energy provider supplies electricity to the EDCs at a fluctuating price $price(t)$ $\text{S/MWh}^{-1}$. Each EDC contains a smart grid consumer. A smart grid consumer consists of a set of energy sources (e.g., solar panels) that generate $p_{\text{gen}}(t)$ W, a power storage unit (e.g., a battery) with $cap(t)$ Wh, and an energy storage controller. The storage controller decides when to charge or discharge the energy storage unit of the consumer depending on the current energy price, energy generation, and energy demand to minimize the power consumption of the EDC, $p_{\text{cons}}(t)$. This model
allows us to explore the coordinated management of power generation, storage, cooling, and computing capabilities for reducing the energy consumption of the Edge federation. For more details regarding the energy storage controller management workflow, refer to our previous work (Cárdenas et al. 2023).

Currently, Mercury only supports one energy storage controller policy. This policy allows charging or discharging the power storage unit depending on the energy price offered by the energy provider. In this policy, we must specify two different electricity price thresholds. The maximum charging price, $\text{price}_{\text{charge}}$, corresponds to the maximum electricity price (in $\text{MWh}^{-1}$) that the consumer (in this case, the EDC) is willing to pay for charging its energy storage unit. On the other hand, the minimum discharging price, $\text{price}_{\text{discharge}}$, specifies the minimum electricity price (in $\text{MWh}^{-1}$) for the energy storage controller to subtract energy from the storage unit.

3 DECISION SUPPORT FRAMEWORK

This Section presents the decision support system implemented for Mercury. Figure 4 shows a schematic of the implemented framework and the relationships with other modules of the M&S&S&O tool. First, we must define a set of system requirements our solution must accomplish (e.g., a certain level of QoS). These requirements comprise the system specification. Then, we describe the initial Edge Computing scenario configuration. In Mercury, all model aspects can be configured using a JavaScript Object Notation (JSON) file. Mercury and the xDEVS engine work jointly to simulate the described scenario. Simulation results are stored in a set of Comma-Separated Values (CSV) files with simulation traces. These traces contain information regarding delays perceived by clients, the bandwidth and binary rates of communication links, and the power consumption of the Edge Computing federation, among others. Next, the chosen optimizer evaluates how good the simulated scenario is by executing a scenario cost function. The optimizer allows modelers and practitioners to implement this cost function according to their specific system requirements. Then, the optimizer iteratively generates alternative scenario configurations according to a given new state generation policy, simulates the new setup, and evaluates how good the new configuration is according to the cost function. The state generation policy can also be configured depending on the part of the system.

![Figure 4: Schematic of the decision support system.](image-url)
under study. Users can select the number of iterations the optimizer will execute. Eventually, the decision support system returns the configuration of the best solution obtained by the framework.

The logic for the cost function and the new state generation is encapsulated under the Optimizer Abstract Base Class (ABC). This class is a standard interface that any optimization methodology must implement to be compatible with the proposed decision support system. Figure 5 shows a simplified Unified Modeling Language (UML) class diagram of the Optimizer class. In this diagram, $S$ represents the data type used for representing a scenario configuration. Alternatively, $C$ corresponds to the data type used to represent the cost of a scenario. Usually, $C$ is set to `float` (i.e., a floating-point decimal number). However, the Optimizer class supports any data type that can be ordered. This feature allows practitioners to implement complex cost functions depending on their requirements (e.g., multi-objective functions with compound cost functions). Any class that inherits the Optimizer class presents the following attributes:

- **state**: current system configuration candidate. This attribute is modified every time the optimizer moves to a new state.
- **best_state**: best scenario found so far.
- **cost_history**: list of previous candidate scenarios’ costs. The optimizer appends to this list the associated cost of every candidate scenario.
- **preconditions**: list of functions that, given a system configuration, determine whether or not the configuration is valid before simulating the scenario. Usually, simulating a scenario of a complex system takes a considerable amount of time. The preconditions list is a convenient mechanism to detect invalid setups before executing a simulation, thus saving time.

Alternatively, the Optimizer class presents the abstract method `run`. This method is in charge of executing the optimization loop. However, the particularities of its logic depend on each implementation of the Optimizer class. This is how the ABC represents the tool’s high-level structure without specifying the optimization technique nor the part of the infrastructure to be optimized.

The proposed decision support tool of Mercury supports three optimization techniques: simulated annealing (Delahaye, Chaimatanan, and Mongeau 2019), tabu search (Prajapati, Jain, and Chouhan 2020), and stochastic hill climbing (Mondal, Dasgupta, and Dutta 2012). The SimAnnealOptimizer class implements the `run` method for performing simulated annealing optimizations. This algorithm is based on
on the physical annealing process, which aims to bring an element to its minimum energy point by increasing its temperature and gradually decreasing it. The lowest energy configuration of the element is reached only if the maximum temperature is sufficiently high and the cooling is sufficiently slow. In simulated annealing, the cost function corresponds to the energy of the system. Simulated annealing helps optimize complex systems whose search space is nonlinear and has numerous local minima. In contrast, the TabuSearchOptimizer performs the tabu search optimization algorithm. Tabu search is a local search-based metaheuristic method. It is a modification of the iterative top-down local search method, used to search in each iteration for a solution that improves the objective function from among a set of alternatives obtained from small displacements from a given state. However, tabu search incorporates the best state of each iteration into a taboo list to avoid revisiting it. Finally, StHillClimbOptimizer implements the stochastic hill climbing algorithm. This method combines the local search procedure with stochastic decision-making. This algorithm is a simple loop that, starting from an initial state, moves to states with a lower cost function value until a minimum is found, randomly selecting the direction depending on the amount of progress involved. We used the Solid Python package to aid us in implementing the logic of these optimization algorithms (Soni et al. 2017). Each optimization algorithm presents two additional abstract methods:

- **cost**: a cost function used to evaluate candidate solutions. Practitioners must define a cost function that correctly evaluates system configurations according to their particular system requirements.
- **move**: a function that generates a new state from the previous candidate solution. Practitioners must define a state generation function that i) modifies those parts of the system under study and ii) aligns with the nature of the optimization algorithm used. For instance, simulated annealing supports wider steps to avoid local optima, while stochastic hill climbing depends on the cost history.

Due to the particularities of the tabu search algorithm, the TabuSearchOptimizer class is the only implementation that supports parallel execution. The tabu search algorithm generates $N$ alternative configurations in each iteration, called neighbors. These neighbors can then be simulated and evaluated in parallel, reducing the execution time. Next, we present a case study to illustrate how the presented decision support framework can reduce the energy consumption of the Edge infrastructure.

### 4 CASE STUDY

Here we illustrate the workflow of the decision support tool for optimizing the energy cost of Edge Computing infrastructures. In particular, we optimized the policy of the energy storage controller modules of Mercury’s smart grid layer. We used the three implemented optimization algorithms and compared the results obtained. We executed the experiments on a Windows 10 laptop with an Intel Core i5 processor, 16 GB memory, Python 3.9, and the Spyder 5.3.2 Integrated Development Environment (IDE).

The setup corresponds to the San Francisco bay area, where clients of the Edge Computing infrastructure are taxis with an onboard Advanced Driver Assistance System (ADAS). These taxis periodically send computation offloading requests to the EDCs in the scenario. Figure 6 represents the proposed scenario. The scenario comprises three EDCs (represented by big dots) and 19 gateways (displayed as triangles). The color of the gateways corresponds to their closest EDC. The number of clients and their location emulate real mobility traces measured in the city of San Francisco on June 6th, 2008 (Piorkowski et al. 2009). Taxi locations are depicted as small dots. Their color corresponds to their closest gateway.

EDCs incorporate batteries with a maximum capacity of 1 kWh and a maximum charge and discharge rate of 200 W. Additionally, each EDC has Photovoltaic (PV) panels to reduce their overall power consumption. The PV panels’ power generation profile was generated using the PVGIS-NSRDB database according to the
Rodríguez-Liria, Cárdenas, Arroba, Moya, Risco-Martín, and Wainer

Figure 6: Scenario under study: San Francisco bay area.

location of the EDCs. The electricity price offered by the energy provider corresponds to the average hourly wholesale energy price in California in 2017. For every optimization algorithm, we set the cost function as the total cost (in $) of the energy consumed by the EDCs in the scenario. Even though the move function depends on the optimization algorithm, all the implementations explored alternative values for \( \text{price}_{\text{charge}} \) and \( \text{price}_{\text{discharge}} \) in each EDC. For every experiment, we set the initial value of these parameters to 20 and 37 $\text{MWh}^{-1}$, respectively.

4.1 Optimization Results

First, we configured the presented decision support system to optimize the scenario under study using simulated annealing. We executed 100 iterations of this algorithm. We set the maximum and minimum temperatures to 25,000 and 2.5, respectively. These are the default configuration parameters of the SolidPy Python package. In future work, we plan to study these parameters’ effects on the algorithm’s performance. Figure 7 shows the cost of the scenario for each iteration. The cost of the best scenario is shown in blue. The total execution time was 121:25:59, (i.e., 1 hour, 17 minutes, and 2 seconds per iteration). The best scenario

Figure 7: Cost history with simulated annealing.
obtained a total cost of 1.25 $. The cost function results of each iteration are widely distributed across the graph. This is because simulated annealing is designed to modify the scenario under study considerably to avoid potential local minima. This algorithm can broadly evaluate the search space in question in a reduced number of iterations.

Next, we optimized the same scenario using the tabu search algorithm. The length of the tabu table was set to 50. For the tabu search algorithm, we used sequential and parallel execution. We performed 10 iterations of this algorithm in sequential mode with 10 neighbors per iteration. In total, it simulated 100 scenarios. On the other hand, parallel execution required significantly less time. Thus, we performed 20 iterations within a reasonable time span, resulting in 200 different scenarios. Figure 8 show the obtained results. Note that, in this case, we only display the cost of the best neighbor of every iteration. As a result, the cost function is less scattered compared to simulated annealing. The sequential optimization took 131 hours, 32 minutes, and 15 seconds to complete (i.e., 1 hour, 18 minutes, and 55 seconds per neighbor), and obtained an overall cost of 1.26 $ (i.e., slightly higher than simulated annealing). In contrast, the parallel version performed two times more iterations in 85 hours, 54 minutes, and 41 seconds (i.e., 25 minutes and 46 seconds per neighbor). Thus, the parallel version of tabu search achieved a speedup of 3.06 over the sequential implementation. Additionally, parallel tabu search obtained the best results given the cost function provided (i.e., a total energy cost of 1.23 $).

Finally, we evaluated the performance of the stochastic hill climbing algorithm. In this case, the new state generation function consists of slightly increasing or diminishing the values under study for each EDC. Figure 9 shows the results obtained with this optimizer. The resulting graph clearly shows the gradual evolution of the cost function from the initial state to the solution obtained. However, the stochastic hill climbing algorithm did not reach an optimum as good as the other methods. The trend of the best cost curve led us to think that this algorithm would eventually find a solution similar to the other algorithms if we performed more iterations. However, this would considerably increase total execution time, and there is still the possibility that it will not reach the global optimum.

Table 1 compares the obtained results for all the optimization algorithms under study. Stochastic hill climbing showed the worst results, mainly because it required more iterations to reach the global optimum. With stochastic hill climbing, the evolution of the objective functions is so gradual that it becomes necessary to extend the number of iterations to avoid local optima, with the consequent increase of the optimizer execution time. If we only consider sequential execution, the simulated annealing algorithm is a very useful alternative that significantly extends the search space with fewer steps. However, multiprocessing features
Figure 9: Cost history with stochastic hill climbing.

Table 1: Comparison of the optimization methods under study.

<table>
<thead>
<tr>
<th>Scenarios</th>
<th>Time (h:mm:ss)</th>
<th>Best cost ($)</th>
<th>( \text{price}_{\text{charge}} ) ($\text{MWh}^{-1}$)</th>
<th>( \text{price}_{\text{discharge}} ) ($\text{MWh}^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>131:32:15</td>
<td>1.26</td>
<td>EDC1: 22</td>
<td>EDC3: 28</td>
</tr>
<tr>
<td>200</td>
<td>85:54:41</td>
<td>1.23</td>
<td>EDC2: 27</td>
<td>EDC3: 54</td>
</tr>
<tr>
<td>100</td>
<td>139:29:52</td>
<td>1.27</td>
<td>EDC3: 16</td>
<td>EDC3: 25</td>
</tr>
</tbody>
</table>

provide an enormous advantage to the tabu search method with parallel neighbor evaluation, allowing us to obtain better results in less time since it becomes feasible to increase the number of iterations. As a general rule, optimization methods that can run in parallel will potentially fit better for complex systems, as computing the cost function of a given state involves performing a time-costly simulation. The speedup obtained by these tools will be close to the number of cores of the machine performing the optimization process. Therefore, in future works, we will prioritize optimization algorithms that can run in parallel over other alternatives.

5 CONCLUSIONS AND FUTURE WORK

IoT applications with demanding QoS requirements can no longer rely on a centralized approach to offload compute-intensive tasks. Edge Computing arises as a new computation offloading paradigm to tackle these limitations. However, we must design fully functional Edge infrastructures guaranteeing the demanded QoS while reducing development expenses and increasing energy efficiency. In this context, M&S&O tools can significantly aid in the design, implementation, and operation of modern Edge solutions.

In this paper, we presented a decision support tool for Mercury, an M&S&O framework for Edge Computing federations. This tool applies stochastic, metaheuristic, and iterative optimization algorithms to automatically improve the configuration of Edge Computing scenarios according to their system requirements. The
structure of the tool, based on abstract classes, allows for solving different problems related to Edge Computing infrastructure requirements. We presented a use case that aims to reduce the cost of energy consumption of the infrastructure using all the optimization algorithms implemented in the tool to date. Namely, our tool currently supports simulated annealing, tabu search, and stochastic hill climbing. Although these three algorithms obtained similar results, the parallel neighbor evaluation for the tabu search method significantly reduced the execution times, making it the best solution both for the results provided and the time spent. The presented decision support system is publicly available on Mercury’s official repository (Cárdenas 2023).

As future work, we are currently studying the effectiveness of the presented tool for multi-objective optimization problems that allow us to optimize several aspects of the infrastructure while simultaneously looking for a consensus among them. We also plan to add new optimization algorithms that allow simple implementations for parallel execution, such as genetic algorithms.
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