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Abstract—We investigate the use of reconfigurable intelligent surfaces (RISs) in wireless networks to maximize the sum secrecy rate (i.e., the sum maximum rate that can be communicated under perfect secrecy). Specifically, we focus on a network that utilizes RIS-assisted unmanned aerial vehicles (UAVs) under imperfect channel state information (CSI). Our objective is to maximize the sum secrecy rate while dealing with the presence of multiple eavesdroppers. To achieve this, we jointly optimize the active (UAV) and passive (RIS) beamforming together with the UAV’s trajectories. The formulated problem is non-convex due to the coupling of CSI with the maneuverability of the UAV. To overcome this challenge, we propose a policy-based deep reinforcement learning (DRL) approach that solves the non-convex optimization problem in a centralized fashion. Finally, simulation results show that our proposed approach significantly improves average sum secrecy rates over conventional approaches.
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I. INTRODUCTION

Unmanned aerial vehicles (UAVs) are rapidly gaining popularity across numerous fields due to their cost-effectiveness and superior maneuverability. The high-altitude capability of UAVs provides a unique advantage over traditional wireless networks, enabling them to overcome common bottlenecks, such as building blockages, remote areas, and emergency services. UAV devices have been effectively integrated into various real-world applications, such as surveillance operations [1], geographical exploration [2], disaster response missions [3], and wireless communications [4]. The integration of UAVs is poised to revolutionize the global connectivity landscape, particularly in ensuring the widespread availability of fifth-generation (5G) and beyond networks. With their flexibility and low-cost production, UAVs have emerged as a significant change in the wireless communication industry. By providing wireless connectivity via flying base stations, UAV-assisted networks revolutionize wireless connectivity, considerably expanding network coverage and streamlining information transmission efficiency. In addition, the widespread adoption of UAVs in numerous fields has demonstrated their tremendous potential to revolutionize various industries.

With ongoing technological advancements and continuous research, UAVs will play an increasingly important role in shaping the future of many fields, including wireless communication, disaster response, and environmental monitoring.

The emergence of reconfigurable intelligent surfaces (RISs) has paved the way for developing beyond 5G (B5G) and sixth-generation (6G) networks [5]. Utilizing a large number of intelligent reflective elements, RIS efficiently directs the received signal toward the desired destinations. The RIS controller enables dynamic surface adaptation to the propagation environment to fulfill various purposes, such as enhancing the arriving signal and mitigating the eavesdropper effect to ensure secure communication [6]. One of the key advantages of RIS technology is its low-cost hardware production and nearly passive nature, which has enabled its efficient deployment in various settings. Moreover, when combined with unmanned aerial vehicles (UAVs), RIS technology can generate line-of-sight (LOS) signals and improve signal directions, expand coverage areas, reduce the radio frequency chain, and promote energy-saving features [7]. Utilizing the reflective properties of RIS and the high altitude and maneuverability of UAVs can help to overcome various challenges and limitations of existing wireless communication systems, ultimately leading to improved signal quality, increased coverage area, and reduced costs. Overall, incorporating RIS technology in UAV communication holds tremendous potential for enhancing the performance and capabilities of wireless communication systems.

Recent research has explored the potential of combining RIS technology with UAVs to improve wireless communication systems. Although UAVs are able to establish strong connections with their users due to their high altitude, this advantage can be hindered by obstacles such as buildings. RIS can be strategically placed on top of buildings or high places to mitigate signal blockage to reflect the channel between the UAV and users. This approach offers the added benefit of producing fewer intermediate delays and delivering more up-to-date data compared to a mobile active relay. Additionally, RIS technology offers greater convenience in deployment and requires lower energy consumption, making
proposed innovative solutions for UAV-assisted wireless communication systems. By utilizing the distinctive strengths of both UAV and RIS, wireless communication network performance can be significantly elevated, resulting in enhanced receive signal strength and reduced interference. In [8], the authors proposed innovative solutions for UAV-assisted wireless communication systems that incorporate vector beamforming and RIS phase shift optimization algorithms to maximize the received signal on the ground. The UAV flight paths are combined with RIS (passive) beamforming to effectively maximize the network sum rate. At the same time, problems associated with a predetermined UAV trajectory and an optimal phase-shift matrix for RIS have been resolved by employing closed-form solutions and successive convex approximation (SCA) [9]. The work in [9] has been extended to incorporate RIS passive beamforming technology for ultra-reliable and low-latency communication (URLLC) [10]. Specifically, this study optimizes UAV position, RIS passive beamforming, and URLLC block length to minimize total URLLC decoding error rates. Furthermore, the work in [11]-[12] proposes a RIS-assisted UAV communication network to maximize energy efficiency (EE) performance in fixed environments. By exploring various optimization techniques and integrating UAV and RIS technologies, these studies demonstrate the enormous potential of RIS-assisted UAV communications for revolutionizing wireless communication systems. However, the works referred to in [8]-[12] assume perfect channel state information (CSI) between UAVs and legitimate users, which means that the model assumes the communication channel between devices is always perfectly known, and this assumption may not hold in real-world scenarios. Additionally, the works in [8]-[12] use a traditional model-based approach where the network environment is fixed or static, meaning that the network does not change over time. However, this approach may not be practical when users are mobile and the network state changes with each time step. Therefore, it is essential to consider more practical scenarios where the assumptions made in these previous works may not hold. This can be done by exploring more dynamic and adaptable approaches that can handle changes in the network environment and imperfect CSI. Doing so can make the resulting models more versatile and applicable in real-time scenarios, with significant practical benefits.

Recent advancements in machine learning, especially in deep reinforcement learning (DRL) algorithms, have led to the emergence of powerful optimization and decision-making techniques for wireless networks. DRL is highly effective in handling dynamic environments that require continuous actions because it trains an offline neural network to select the right actions in milliseconds or even instantly. Furthermore, DRL is particularly useful in optimizing RIS in wireless networks. For example, recent studies have investigated the efficiency of DRL algorithms for optimizing RIS phase shifts to achieve the optimum signal-to-noise ratio [13], as well as for adjusting UAV altitude and changing the RIS phase to maximize the sum rate [14]. However, it is worth noting that these techniques mostly assume static environment settings, which may not hold in dynamic scenarios. As a result, there is a need to explore more practical and adaptable approaches that can handle wireless networks' complex and dynamic nature under various environmental conditions. The deployment of optimization algorithms utilizing DRL for RIS-assisted UAV communications has been extensively studied in [15]-[16]. However, these works either optimize active UAV beamforming and passive RIS beamforming or UAV trajectory but do not consider joint optimization. To address these limitations, in this paper, we propose a joint optimization approach that considers the imperfect CSI and explicitly considers the maneuverability of the UAV (including beamforming and trajectory) and RIS beamforming to enhance the sum secrecy rate (i.e., the sum maximum rate that can be communicated under perfect secrecy) of the RIS-assisted UAV communication system. This extends our prior work in [17], where we initially confined our focus to a static RIS configuration and an unvaried UAV altitude, with no explicit exploration of their collective influence on the overall system dynamics. To efficiently solve the formulated non-convex problem, this paper proposes a novel twin delay deep deterministic policy gradient (DDPG) algorithm to optimize the UAV trajectory and active (UAV) and passive (RIS) beamforming, with the goal of maximizing the sum secrecy rate. Specifically, the first DDPG is used to identify the beamforming policies for the UAV and RIS, while the second DDPG specifies the trajectory of the UAV. Compared to a single DDPG structure (baseline), this dual approach offers the advantage of being able to control the trajectory of the UAV, which leads to more secure communication. Finally, simulation results are presented to validate the effectiveness of the proposed method.

II. SYSTEM MODEL

In this work, we consider a multi-UAV $\mathcal{U} = \{1, 2, ..., U\}$ downlink wireless network supported by RIS, in which the RIS facilitates the secure data transmission from the UAVs to $N$ single-antenna user equipment (UE) in the presence of $M$ single-antenna eavesdroppers, as shown in Fig. 1. The UAVs use an $A$-element uniform linear array (ULA), whereas a uniform planar array (UPA) with $A = a^2$ is used by the RIS ($a$ is an integer). Furthermore, the sets of UEs and eavesdroppers are represented as $\mathcal{N} = \{1, 2, ..., N\}$ and $\mathcal{M} = \{1, 2, ..., M\}$, respectively. All the entities of any RIS and UAV are positioned in a three-dimensional (3D) Cartesian coordinate system, where the RIS is assigned the fixed
coordinates at \( w_R = (x_R, y_R, z_R)^\top \). We consider that the UAVs fly at a fixed altitude over \( K \) finite time slots, i.e., \( T = \frac{K}{T_k} \), where \( T_k \) is the time slot. At the \( k \)-th time slot, the coordinates of the UAVs and the coordinates of the UEs and the eavesdroppers can be denoted as \( q[k] = (x[k], y[k], H[k])^\top \) and \( w_l[k] = (x_l[k], y_l[k], z_l[k])^\top , \forall \in \mathbb{N} \cup \mathcal{M} \), respectively. The location information at the \( k \)-th time slot can be represented as \( W = \{w[k] \cup \{q[k] \} \cup \forall \in \mathbb{N} \cup \mathcal{M} \} \). The UAVs move within a certain area and cannot fly above a maximum height \( D_{\text{max}} \). Additionally, it is assumed that UAVs are able to detect and avoid obstacles. Therefore, the mobility constraints of UAVs can be formulated as in eq. (1):

\[
q[0] = (0,0,H_0) \tag{1a}
\]

\[
B \geq \max(x[k], y[k]), k = 1,...,K \tag{1b}
\]

\[
D_{\text{max}} = \sqrt{\|q[k+1] - q[k]\|^2}, k = 1,...,K - 1 \tag{1c}
\]

Eq. (1a) represents the initial coordinates for the UAVs, whereas in Eq. (1b) and (1c), \( B \) and \( D_{\text{max}} \) indicate the UE moving boundaries and UAV's maximum distance at each time step, respectively. Let the channel gains from the \( u \)-th UAV to the RIS, from the \( u \)-th UAV to the \( m \)-th eavesdropper, from the \( u \)-th UAV to the \( n \)-th user, from the RIS to the \( n \)-th user, and from the RIS to the \( m \)-th eavesdropper be represented as \( h_{u,m}, h_{u,R}, h_{u,n} \in \mathbb{C}^{M \times 1}, h_{u,m} \in \mathbb{C}^{N \times 1}, h_{u,n} \in \mathbb{C}^{N \times 1}, \) and \( h_{R,n} \in \mathbb{C}^{M \times 1} \), respectively. These channels can be modeled according to the 3D saleh-valenzuela (SV) channel model [16]:

\[
h_{u,i} = \sum_{k=1}^{K} \sum_{\ell=1}^{I} g_{i}^{(\ell)}(\phi_{i}^{(\ell)})\xi_j \in \mathbb{N} \cup \mathcal{M} \tag{2a}
\]

\[
h_{b,j} = \sum_{k=1}^{K} \sum_{\ell=1}^{I} g_{b}^{(\ell)}\theta_{b}^{(\ell)}\xi_j \in \mathbb{N} \cup \mathcal{M} \tag{2b}
\]

\[
h_{u,i} = \sum_{k=1}^{K} \sum_{\ell=1}^{I} g_{u}^{(\ell)}\phi_{u}^{(\ell)}\theta_{u}^{(\ell)}\xi_j \in \mathbb{N} \cup \mathcal{M} \tag{2c}
\]

where \( g \in (g_{i}^{(\ell)}, g_{b}^{(\ell)}, g_{b}^{(\ell)}) \) is the large-scale fading coefficient formulated as a complex Gaussian distribution, i.e., \( CN(0, \frac{10}{\alpha}) \), such that \( PL(D) = -C_0 - 10\log_10(D) - PL_q \), where \( C_0, D \) and \( \alpha \) indicate the reference distance of path-loss of one meter, link distance (in meters), and path-loss exponent, respectively, whereas, \( PL_q \equiv CN(0, \alpha_q) \) represents the shadow fading coefficient. According to [18], \( \phi_q \) known is the steering vector of the ULA and can be expressed as:

\[
\phi_q(\theta) = \left[1, e^{j\frac{\pi}{X_0} \sin(\phi)}, ..., e^{j\frac{\pi}{X_0} \sin(\lambda \sin(\phi))}\right]^\top \tag{3}
\]

\( \phi \) indicated the azimuth angle of departure (AoD) for \( \theta_{i}^{(\ell)} \) and \( \theta_{l}^{(\ell)} \), and \( \lambda, c, d \) represent the carrier wavelength and inter-spacing for the antenna, respectively. Similarly, the UPA steering vector can be represented as \( \phi_{u}^{(\ell)}(\phi, \theta) = \left[1, ..., e^{j\frac{2\pi}{X_0} \sin(\phi) \sin(\theta)} + \cos(\phi \sin(\theta)), ..., \right] \), where \( \phi(\theta) \) is the angle of arrival (AoA), \( \theta_{l}^{(\ell)} \), and \( \theta_{l}^{(\ell)} \), of the azimuth (elevation), respectively, and \( 0 \leq i, j \leq a - 1 \). The LOS components between the trajectories of user's and UAV's for each link can be determined as \( \phi(\theta)_{i}^{(\ell)} \), which enables the coupling of CSI and optimization variable \( Q \). In the SV channel model, AoA/AoD vary according to propagation paths. Hence, the assumption that LOS components only depend on the location of the UAV is not valid [18]. Thus, the LOS components for each link \( \phi(\theta)_{i}^{(\ell)} \), \( l \neq 1 \) can be expressed further as [19]:

\[
\phi(\theta)_{i}^{(\ell)}(\theta_{i}^{(\ell)}) = \phi(\theta)_{i}^{(\ell)}(\theta_{i}^{(\ell)}) + \phi(A)_{i}^{(\ell)}(\theta_{i}^{(\ell)}), l = 2,...,L \tag{4}
\]

such that \( \phi(A)_{i}^{(\ell)}(\theta_{i}^{(\ell)}) \) is known as a spreading factor [19]. The channel from UAVs to users or the eavesdropper can be represented as \( h_{u,i} = \text{diag}(h_{u,i}^{(\ell)}, h_{u,R}, h_{u,n} \in \mathbb{N} \cup \mathcal{M} \). The RIS (passive) beamforming matrix is represented as \( \phi = \text{diag}(\beta_1 e^{j\beta_1}, \beta_2 e^{j\beta_2}, ..., \beta_k e^{j\beta_k}) \), where \( \beta_k \in [0,1] \), \( a \in \{1,2, ..., A \}, \theta \in [0,2\pi) \) represents the amplitude reflection and phase shift of the \( a \)-th RIS reflection elements, respectively. We assume a constant value of \( \beta_k = 1 \) for all elements so that the reflecting signal has maximum power. Let the channel gains from a UAV to all receivers be combined as:

\[
h_{c,i} = (h_{u,i} + \psi_i H_{c,i}) \psi_i \in \mathbb{N} \cup \mathcal{M} \tag{5}
\]

\( \psi \) indicates the passive beamforming matrix for RIS that can be expressed as \( \psi = \text{vec}(\phi) \). Finally, the signal received at the \( i \)-th user or eavesdropper from each UAV can be expressed as:

\[
y_i = (h_{u,i} + \psi_i H_{c,i}) \psi_i + a_i, \psi_i \in \mathbb{N} \cup \mathcal{M} \tag{6}
\]

where \( W \in \mathbb{C}^{A \times N} \) and \( b \in \mathbb{C}^{N \times 1} \) specifies the beamforming matrix and transmitted symbol at the UAV, respectively. Therefore, the signal-to-interference-plus-noise-ratio (SINR) of the \( n \)-th UE at time slot \( t \) can be represented as:

\[
\text{SINR}_{n}^{(t)}(t) = \left( \frac{\|h_{u,n} + \psi_i H_{c,n}w_n\|^2}{\sum_{n \in \mathcal{W}}(h_{u,n} + \psi_i H_{c,n}w_n)^2 + \sigma_n^2} \right) \tag{7}
\]

\( \sigma_n \) denotes the background noise and is defined as \( \sigma_n \sim N(0, \sigma_n^2) \), \( \forall \in \mathbb{N} \cup \mathcal{M} \). Thus, the total achievable data rate at the end of \( n \)-th UE can be expressed as:

\[
\text{d}_n = \log_2(1 + \text{SINR}_n^{(t)}(t)) \tag{8}
\]

Similarly, the SINR of the \( m \)-th eavesdropper signal to the \( n \)-th UE at time slot \( t \) can be expressed as:

\[
\text{SINR}_{m,n}^{(t)}(t) = \left( \frac{\|h_{u,n} + \psi_i H_{c,n}w_n\|^2}{\sum_{n \in \mathcal{W}}(h_{u,n} + \psi_i H_{c,n}w_n)^2 + \sigma_n^2} \right) \tag{9}
\]

whereas the achievable rate from the \( m \)-th eavesdropper signal to the \( n \)-th user can be represented as:

\[
\text{d}_{m,n} = \log_2(1 + \text{SINR}_{m,n}^{(t)}(t)) \tag{10}
\]

According to [20], the individual secrecy rate from the UAV to the \( n \)-th users can be expressed as follows:

\[
\text{d}_{m,n} = \left[ \text{d}_{m,n} - \max_{m} \text{d}_{m,n} \right]^\top \tag{11}
\]

where \( [j]^\top = \max(0,j) \).

A. Problem Formulation

The objective of this work is to maximize the sum secrecy
rate \( \theta_{r}^{sec} \) of the UEs' at each time slot by jointly optimizing the UAV's trajectory \( q \) and active and passive beamforming matrices \( (\Phi, W) \). The UAV will select the appropriate coordinate to direct the transmit signal to RIS. The RIS will then choose the phase-shift value according to the local information it receives from the environment at each step \( t \) to the UEs. Thus, the optimization problem of all UEs subject to UAV's trajectory and beamforming matrix can be formulated as:

\[
\text{(P1):} \quad \max_{\Phi, W} \sum_{n \in N} \theta_{r}^{sec} \quad (11)
\]

subject to

\[
\begin{align}
& \text{Constraint (11a):} \quad \rho_{n} \geq \rho_{th} \quad \forall n \in N \quad (11a) \\
& \text{Constraint (11b):} \quad 0 \leq \theta_{m} \leq 2\pi, \quad m = 1, ..., M \quad (11c) \\
& \text{Constraint (11d):} \quad T_{c}(WW^{H}) \leq P_{max} \quad (11d)
\end{align}
\]

Constraint (11b) denotes the guarantee of QoS of \( n \)-th user with a probability of at least \( 1 - \rho_{n} \). Constraint (11c) indicates the RIS angle for each element and should be bounded between 0 and \( 2\pi \), and (11d) restricts the total transmitted power in the beamforming process to be within the limit of \( P_{max} \). It is hard to find an optimal global solution to the problem (P1) due to the non-convex nature of (11b), (11c), and (11d) and the CSI coupling at each time step. To solve the (P1), we propose a policy-based DRL-based framework.

III. PROPOSED POLICY-BASED SOLUTION

In this section, we proposed the policy-based twin DDPG algorithm to solve the problem (P1), which enables the agent to learn beamforming policies and UAV trajectory without having any prior background knowledge. Due to the high degree of coupling between CSI and the UAV trajectory \( Q \), optimizing all variables at once is difficult, which may result in inadequate performance and convergence. Instead of using one agent as in the conventional DRL-based network, we construct two DDPG networks to address this issue. Specifically, the first DDPG stipulates the best policy for selecting the beamforming (active and passive), whereas the second DDPG obtains the policy for UAV trajectories. In the end, the reward function is shared by both networks. Before developing the twin DDPG, we define our proposed framework's state space, action space, and reward function.

A. Active and Passive Beamforming

In the first DDPG agent, the CSI is taken into account when generating optimal beamforming policies. The generated beamforming is then used to generate an action that is fed into the environment. The state/action spaces and reward function can be formulated based on a Markov decision process (MDP) as follows:

\[ a) \quad \text{State space (s)}: \quad \text{At each time step, the agent of DDPG 1 predicts the CSI from UAV to all UEs and eavesdroppers based on the received signal strengths.} \]

\[ b) \quad \text{Action space (a)}: \quad \text{At each time step, the agent of DDPG 1 performs an action as active and passive beamforming, i.e.,} \Phi, W. \text{These actions can be used to evaluate the environment and decide the best course of action. The agent of DDPG 1 learns complex tasks in an automated fashion due to its ability to quickly learn from interactions with the environment. To address the complex-valued input, the beamforming values are separated into real and imaginary parts as} \quad G = \text{Re} [\Phi] + \text{Im} [\Phi] \quad \text{and} \quad \theta = \text{Re} [W] + \text{Im} [W]. \]

\[ c) \quad \text{Reward (r)}: \quad \text{This work aims to maximize the sum secrecy rate defined in (11). This can be achieved once the agent receives the best optimal action values. We define the reward function as:} \]

\[
r_{t} = \tanh \left( \sum_{n=1}^{N} \theta_{r}^{sec} - c_{1} \tau_{m} - c_{2} \tau_{r} - c_{3} \tau_{g} \right) \quad (12)
\]

\[ \text{where tanh denotes the hyperbolic tangent function.} \]

In this case, \( \tau_{m}, \tau_{r}, \tau_{g} \) represent penalties imposed when constraints (11b), (11c), and (11d) are not met. To balance these penalties and the sum secrecy rate, the coefficients \( c_{i}, i = \{1,2,3\} \) are used.

B. UAV Trajectory

In addition to the first DDPG agent, the second DDPG agent is utilized to determine the UAV's optimal trajectory, \( q \), based on the local information. The UAV trajectory can be optimized as an MDP by taking into consideration the following states, actions, and rewards:

\[ a) \quad \text{State space (s)}: \quad \text{A large amount of CSI is coupled with the trajectory of the UAV. Therefore, the agent of the second DDPG decouples these variables by using only the location information as an input.} \]

\[ b) \quad \text{Action space (a)}: \quad \text{The agent of the second DDPG generates the 3D Cartesian flying direction} \quad \text{d}[t] \quad \text{for each time slot} \quad t. \text{Based on the} \quad \text{d}[t], \text{the next UAV coordinate can be collected as} \quad q[t] = q[t - 1] + d[t]. \text{The complete UAV trajectory after} \quad T \quad \text{time slot can be represented as} \quad Q = \{ q[0], q[1], ..., q[T] \}. \text{This model allows the UAV to successfully navigate to its destination without any external control or guidance.} \]

\[ c) \quad \text{Reward (r)}: \quad \text{Both networks are trained for the same reward function as both networks aim to maximize the same utility function, i.e., the sum secrecy rate. The reward function for both networks is the same as in (12). After} \]

<table>
<thead>
<tr>
<th>Table 1: Algorithm 1: Twin DDPG-Based Framework</th>
</tr>
</thead>
<tbody>
<tr>
<td>1: <strong>Input:</strong> CSI for DDPG1 and local information for DDPG2</td>
</tr>
<tr>
<td>2: <strong>Output:</strong> Maximize Average secrecy rate of combined network</td>
</tr>
<tr>
<td>3: Initialize the actor ( \pi_{A}(\cdot) ), ( \pi_{A}(\cdot) ) and target actor ( \pi_{T}(\cdot) ), target critic network ( \mathcal{Q}_{A}(\cdot) ) for DDPG1.</td>
</tr>
<tr>
<td>4: Initialize the actor ( \pi_{B}(\cdot) ), ( \pi_{B}(\cdot) ) and target actor ( \pi_{T}(\cdot) ), target critic network ( \mathcal{Q}_{B}(\cdot) ) for DDPG2.</td>
</tr>
<tr>
<td>5: Initialize the experience replay memory ( \mathcal{D} )</td>
</tr>
<tr>
<td>6: For Episode = 1, 2, ..., ( N_{ep} ) of DDPG2 do</td>
</tr>
<tr>
<td>7: i=0</td>
</tr>
<tr>
<td>8: Reset the UAV and all UE positions</td>
</tr>
<tr>
<td>9: For ( \text{Step} = 1, 2, ..., N_{ep} ) do</td>
</tr>
<tr>
<td>10: Initialize the state for DDPG1 and DDPG2, ( \text{i.e.}, ) (CSI and local information)</td>
</tr>
<tr>
<td>11: Select action for DDPG1 and DDPG2 with a Gaussian noise ( \sigma_{g} ) and variance ( \sigma_{v}^{2} ), ( a_{1} = \pi_{A}(s) + \sigma_{g} ), ( a_{2} = \pi_{B}(s) + \sigma_{g} )</td>
</tr>
<tr>
<td>12: Execute action ( a_{1} ) and ( a_{2} ) obtained at ( s_{t} ) and ( s_{t+1} ) from the environment and received a reward according to (12)</td>
</tr>
<tr>
<td>13: Store the transition ( [s_{t}, a_{1}, r_{t}, s_{t+1}] ) into experience replay memory ( \mathcal{D} )</td>
</tr>
<tr>
<td>14: Random sample ( M_{b} ) mini batch transitions ( [s_{t}, a_{t}, r_{t}, s_{t+1}] ) from experience replay memory ( \mathcal{D} ), ( i = {1,2} )</td>
</tr>
<tr>
<td>15: Update the target actor network for DDPG1 and DDPG2</td>
</tr>
<tr>
<td>16: end for</td>
</tr>
<tr>
<td>17: end for</td>
</tr>
</tbody>
</table>
training, the two networks output the best secrecy rate. As the training process converges, the first DDPG algorithm determines the optimal active (UAV) and passive (RIS) beamforming strategies, while the second DDPG algorithm generates the best UAV trajectory. Through sharing reward functions and environmental information, these two DDPG networks can learn a favorable policy by cooperating with each other. Thus, the optimal beamforming matrix and the UAV trajectory can be yielded according to the proposed twin DDPG algorithm. The detailed pseudo-code for the proposed algorithm is presented in Table. 1. The proposed system model is depicted in Fig. 2.

IV. PERFORMANCE EVALUATION

We implement our proposed model using Python 3.6 with a Pytorch 1.10.0 framework. For deploying proposed twin DDPG network, we used four fully connected (FC) hidden layers with neurons of [512, 256, 128, and 64] for DDPG1 and DDPG2. In order to train the actor and critic network of DDPG1 and DDPG2, we consider the learning rate is $10^{-3}$ with an Adam optimizer. Furthermore, we train the proposed network on 500 episodes, each with 100 steps, each corresponding to one-time slot. The network is trained to predict the future demand for each time slot based on the previous time slots. In addition, the starting positions of UAV, RIS, UE, and Eavesdropper are placed at (25m, 0m, 50m), (0m, 50m, 12.5m) (25m,25m, 0m) and (47m,-4m, 0m), respectively [17]. The other system parameters are set as, $D_{\text{max}}=0.25m$, $f_x=0.1s$, $T_d=1s$, $f_e=28\text{GHz}$, $C_0=61\text{dB}$, $P^{\text{max}}=30\text{dBm}$, $\sigma_n=-114\text{dBm}$, $\sigma_m=5\text{dB}$, $\beta_u=3.5$, $\beta_e=2.2$, $\varphi^\text{local} \in \{30,45,60\}$, $\varphi^\text{global} \in \{5,10,15,25\} \text{, } A^{\text{local}} \in \{1.3,5\} \text{, } A^{\text{global}} \in \{5,10,15\}$ (degrees) and $L=3$ as defined in [17]. In order to make a better comparison, we compared our proposed algorithm with three benchmark algorithms, i.e., Baseline, Random, and Greedy. In the case of Baseline, a single DDPG agent is used to find the optimal policy for joint optimization. For Random, the UAV randomly chooses the flying direction and distance for each time slot. For Greedy, the UAV moves to the place where it is most likely to maximize the reward function defined in Eq. (12) at each time slot.

A. Average Sum Secrecy Rate

In this particular scenario, we analyze the impact of the number of RIS elements and the UAV altitude on the average sum secrecy rate. Fig. 3 showcases the average sum secrecy rate plotted against the number of RIS elements. It is evident from Fig.3, that the average sum secrecy rate exhibits a linear increase with a growing number of RIS elements.

Fig. 2. Proposed System Model

Fig. 3. Average Sum Secrecy rate vs Number of RIS Elements

Compared to the other approaches, the proposed method achieves a significant increase (i.e., up to 35%) in the average sum secrecy rate depending on the number of RIS elements. This is because the proposed method is more capable of finding the best policy to direct the radio signal strength toward the UEs and reduces the effect of eavesdroppers and penalties. The Baseline approach performs better than Greedy and Random because it can effectively learn from past experience and find the best possible RIS beamforming to direct the radio signal toward the UEs. In contrast, Greedy gives reasonably higher performance than Random because it controls where the UAV flies to achieve the best average sum secrecy rate. The flexibility and varied locations of the UAV play a significant role in enhancing the overall network performance. In Fig. 4, we assess the impact of the UAV altitude on the average sum secrecy rate. It is evident that the twin DDPG approach outperforms the other three methods. Furthermore, the observed behavior demonstrates that increasing the altitude of the UAV leads to an improvement in the average sum secrecy rate. The maximum average sum secrecy rate can be achieved when the UAV flies at 20 meters. Beyond that point, the average sum secrecy rate starts to decline with increasing altitude. This observation can be attributed to two factors. Firstly, elevating the altitude within the range of 10 to 20 meters reduces interference between UAVs and UEs that utilize the same frequency spectrum. Additionally, it ensures that the air-to-ground channel’s path loss is low enough to keep a strong received signal. Secondly, when the altitude exceeds 20 meters, there is a significant decrease in the channel gain between UAVs and UEs. This reduction severely impacts the sum-rate of UEs, subsequently lowering the average sum secrecy rate. Consequently, this diminishes the quality-of-service (QoS) experienced by UEs, thereby reducing the usability of UAV networks. Moreover, higher altitudes also result in increased power consumption by UAVs, which affects their endurance and service coverage area.

B. UAV Trajectory

In Fig. 5, we depict the process of exploring the agent of DDPG2 to find the optimal trajectory for a UAV in a dynamic scenario considering two UEs. UAVs normally approach RISs while moving away from eavesdroppers in the beginning. With increasing distances between RIS and UEs, the UAV follows the UEs and moves toward the midpoint between them. This intriguing phenomenon can be ascribed to the gradual attenuation of the cascaded UAV-RIS-UE link, as the distance between them progressively increases.
Consequently, the direct links become dominant for transmission, and the UAV strives to serve the two UEs as equivalently as possible. Moreover, our proposed method demonstrates its capability to adapt to environmental variations compared to other approaches when considering two UEs. This implies that the proposed method effectively positions the UAV in close proximity to both the RIS and UEs. Enlightened by these results, it becomes evident that the twin DDPG approach enables the UAV to adjust flexibly to dynamic environments, leading to improved system performance through jointly optimizing the UAV trajectory and beamforming.

V. CONCLUSION

In this paper, we investigate the joint optimization of the active (UAV) and passive (RIS) beamforming and the UAV trajectory in a UAV communication system assisted by RIS. The objective is to maximize the average sum secrecy rate for all UEs served by UAV communications subject to imperfect channel state information (CSI). To address this challenge, we propose a twin DDPG approach. Through extensive simulations, we demonstrate the effectiveness of our proposed method by achieving superior performance compared to random, greedy, and single-DDPG baseline approaches. Our results highlight the benefits of jointly optimizing UAV trajectory and active (UAV) and passive (RIS) beamforming for improved system performance. In the future, we will extend this work to maximize the sum of secrecy energy efficiency in a highly dynamic scenario.
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