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ABSTRACT

In recent years, we have developed a Modeling amai-S
lation-Driven Engineering methodology for enginagri
embedded Real-Time systems. This approach religheon
use of the DEVS formalism for developing componaeyits
real-time embedded systems using incremental dpvelo
ment. Here, we show how to apply these techniqoearf
application in hybrid control. The model definediscrete-
event controller for a time varying plant basednoultiple
model control. Our discrete event approach perthitteto
define such application, seamlessly integratingcréie
event and continuous components. The approach fllow
secure, reliable testing, analysis of differentelevof ab-
straction in the system, and model reuse. The cammo
problem of "controller wind-up" or "parameter esdion
bursting” can be avoided when performing this pemub
form of discrete event adaptive control.

1 INTRODUCTION

Embedded real-time software construction has uguall
posed interesting challenges due to the complefitthe
tasks executed. Most methods are either hard te sga
for large systems, or require a difficult testirffpg with

no guarantee for bug free software products. Algiou
formal methods have advanced, their adoption byetigg-
neering community is still under development, meeFo
because they are difficult to apply when the comxipfeof
the system under development scales up. Instead)dé
of M&S is a well-known approach by systems engisger
which makes system development tasks manageahike. Th
is a useful approach, moreover considering thangpsin-
der actual operating conditions may be impractaa in
some cases impossible.

In (Wainer et al., 2005; Glinsky and Wainer, 2004;
Glinsky and Wainer, 2004b) we introduced Modelimgl a
Simulation-Driven Engineering (MSDE), whose main ob
jective is to explore the integration of M&S in al$pects
of real-time embedded system engineering. MSDE gsop

es a discrete-event simulation architecture todeslas the
final target architecture for products. Our applodor
MSDE is based on the DEVS (Discrete EVents Systems
specification) formalism (Zeigler et al. 2000). D&\pro-
vides a formal foundation to M&S that combines Hte
vantages of a simulation-based approach with tfe of a
formal methodology.

Most applications can be thought as a combination o
discrete event and Continuous Variable Dynamic e3gst
which are represented by continuous variables oandi-
nuous time basis. Analysis of these complex systeass
usually been tackled using different mathematicairial-
isms, including Differential Algebraic Equations ABS),
Ordinary Differential Equations (ODESs), or Partiaiffe-
rential Equations (PDEs). Most existing simulatitmols
implement numerical methods based on the disctigtiza
of time to find approximate solutions to these eigunes,
which are based on discretization of time. In thst few
years, different approaches developed tried to Isitau
continuous systems under the discrete event pamadig
This presents some advantages over discrete time asi
tion, including reduction of the number of calcidas for
a given accuracy (Zeigler, 2005) and seamless ratieg
of complex systems composed by both continuous time
and discrete event paradigms. The idea of this odeth
called Quantized Systems theory (Q-DEVS), is to provide
quantization of the state variables obtaining acreie
event approximation of the continuous system (Zejgl
1998). The state variables of the system are ctenvénto
a piecewise constant function via a quantizatiamcfion.
The Quantized Sate System (QSS) method (Kofman, 2003)
is an extension to Q-DEVS in which the trajectofyeach
state variable is converted into a piecewise condtanc-
tion via a quantization function equipped with leyssis.

Conventional adaptive control using a single identi
cation model is efficient when the initial paramegstima-
tion error is small, and plant parameters are stosatying
over time. The use of multiple models becomes gppro
ate, when either of these conditions are not satisEuch
as in the case of a subsystem failure or a changeeiop-
erating environment. Typically, a finite numbermbdels
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are evaluated by an index-of-performance, whereggngt
instant, the most suitable model’s parameterizedrotier
is applied to the plant. An arrangement using rpldti
fixed models is shown in Figure 1. This approacbvps
beneficial for maintaining control of a plant whirere are
parameter jumps (Narendra et al. 2003).
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Figure 1: Typical arrangement of multiple fixed netsifor
control of an unknown plant (Narendra et al. 2003).

Multiple model control demands a union of high-lleve
decision making with mathematically complex aldamit.
Here, we present an implementation of such algostis-
ing a discrete-event mathematical approach that bmn
built in embedded control systems. This requiresl\shg
the application of discrete event modeling to hybr-
id/continuous systems (Kofman, 2003b; Kofman, 2003c

The goal of the controller we present is to hawe th
plant’'s output match the reference sigpawith zero con-
trol error. The reference signal is originally alrsignal,
which must be discretized using quantized DEVS \uith-
teresis. When performing mathematical calculatiohthe
plant and controller states, interpolation of staie-
between event arrivals, was necessary. Here, we bbw
to apply these techniques for an application inrigybon-
trol. The model defines a discrete-event controltar a
time varying plant based on multiple model cont®@ur
discrete event approach permitted us to define spgii-
cation, seamlessly integrating discrete event aowti-
nuous components. The approach allows securebplelia
testing, analysis of different levels of abstractio the sys-
tem, and model reuse. Discrete event control usisiggle
adaptive controller is all performed. With thisetbommon
problem of "controller wind-up" or "parameter estition
bursting" can be avoided using the proposed forrdisf
crete event adaptive control

The experience was carried out using CD++ (Wainer,
2002), a software implementation of DEVS with exten
sions to support real-time model execution. We wit

plain how to use our approach to integrate theechffit
plant models seamlessly. As showed in (Wainer et al
2005), the models can be replaced incrementalijh wit
hardware surrogates at later stages of the pro€hsdran-
sition can be done in incremental steps, incorpuyat
models in the target environment after thoroughirtgsn

the simulated platform. The use of DEVS improvd&are
bility (in terms of logical correctness and timingnables
model reuse, and permits reducing developmentestihgy
times for the overall process.

2 DEVSAND CD++

DEVS (Zeigler et al., 2000) is a formal M&S framework
based on systems theory. DEVS has well-definedeqaisc
for coupling of components and hierarchical, modula
model composition. DEVS defines a complex modeh as
composite of basic components (cal&dmic), which can
be hierarchically integrated intmupled models. A DEVS
atomic model is described as:
M =<X'S,Y, Bint, Oexss A, ta >

Every stateS is associated with a lifetinta, which is
defined by the time advance function. When an execg-
ives an input everX, the external transition functiay, is
triggered. This function uses the input event, ¢herent
state and the time elapsed since the last eveotder to
determine what the next model’s state is. If naev@ccur
before the time specified by the time advance fonctor
that state, the model activates the output funchidjpro-
viding outputsY), and changes to a new state determined
by the internal transition functiody.

A DEVS coupled model is defined as:

CM=<XY,D,{M}{li}{Zi>

Coupled models are defined as a set of basic compo-
nentsM; (i O D) interconnected through their interfac&s (
Y). The translation functioZ;; converts the outputs of a
model into inputs for others using I/O ports. Tositp an
index of influencees is created for each modg). (This
index is used to connect outputs in model e con-

nected with inputs in the model;Mj O 1;). The formalism
is closed under coupling, therefore, coupled aramat
models are semantically equivalent, which enablesah
reuse.

The execution of a DEVS model is defined by an ab-
stract mechanism that is independent from the mitsksf.
DEVS also permits defining independent experimental
frames for the model, that is, a set of conditiomsler
which the system is observed or experimented itie
CD++ toolkit (Wainer, 2002) implements DEVS theory.
Atomic models can be defined using C++. Coupled efeod
are defined using a built-in language that follol&VS
formal specifications.
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3 THEPLANT AND CONTROL SYSTEM

We performed discrete event simulation of both dapa
tive controller and a multiple model controller.this sec-
tion we develop the conceptual discrete event nsoftel
the more complex controller, the multiple model tcoh
The plant is a"® order discrete time plant, defined using
the difference equation

Yo(k)= ()Y, (k=1)+ p,(9)y, (k - 2)+ py(s)us(k 1)
where the piecewise constant parameter vectoffiisede

o) =[p(s) P9 (o)
Theplant Sate input,s={1, 2, 3}, determines what set
of parameters the time-varying plant should operate

(6()", 6(2)", and B(3)"). This plant also requires, as
inputs, its most recent outputs. For discrete egentilat-
ing, these most recent plant outputs must be faisidg
interpolation (explained later). A new plant outfgimade
when the trigger is enabled.

N Plant
Ucontrol

_> k
yolke) | LY
Yo(k-2) —pf
trigger —»

Figure 2: Conceptual model of the plant..

The three Plant Identification Models must nextee
fined. Plant identifying modeélcreates an output as

¥i(K)= a1y, (k=2)+ 0.y, (k= 2) + g u,(k =2).
where the model’s parameter vector is defined
g = [Qi,1 P2 p|,3)]'
A second output is the modeling error, defined as
_ 2
& (k)= (v (k)-y,K)f-
This error is used by the controller to determirtechr
plant identifying model's parameters are best fontool-

ling the systemi(e. 8", 8, , or 6] ).

Model
Ucontrol =] Yin
ypg:? )—> >
Yp(k-1) — €m
Yilk-2) — >

Figure 3: Conceptual model of a plant-identifyingdel.

A conceptual model of the Unit Delay function must
also be defined. This model performs the simplk tdgle-
laying a signal’s propagation for one time unitislused to
force the plant-identifying models to updatiter a plant
output is generated. A model of the State Intetpmiame-
thod must also be defined. This model performstésk

receiving consecutive events, and interpolatingnfoin
between them. Given an event signgk) and past event
information, the two pointg(k-1) andx(k-2) are created as
described in Figure 4.

Exarmple of Interpolation Scheme
45 T T T T T I I I I I I
: : : : ! | —5— Actual Events
#  Interpolated virtual previous states

State

Time

Figure 4: Interpolation strategy

Finally, we need to build a conceptual model of the
Controller. The goal of the controller is to habe plant’s
output match the reference sigmyal with zero control er-
ror. This controller must analyze the available el
errors (from the separately implemented plant iifignt
models) to decide which is the smallest and mosalsie.
The parameters associated with the best-fit modelised
to generate a control signal for the system. Thegaired
parameters are already known within the contraled do
not need to be sent to it. The certainty equivaepin-
ciple (Campbell, 2005) is used with the chosen t{ggra-
rameters to calculate the control signal as follows

¢(k) = [_ yp(k) ~ Y (k _1) O]

Vet genControl

Ue(K)
—>
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Yo(k-1) N generate
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Figure 5: Conceptual model of the controller.

The following figure shows the structure of a Cadpl
Model integrating the previously presented modedsaa
Coupled Model (a detailed formal specification éach of
the models can be found in the Appendix).
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Figure 6: Conceptual coupled model of multiple mMadetroller.
4 DISCRETE EVENT CONTROL STRATEGY As a starting point, the method of quantum diszeeti
PROTOTYPING tion was implemented. The desired plant outpustieng as
reference signal, was declared in discrete time:
Adaptive control and multiple model control require- Y. (K) = sin(271'</20) +sin(27‘k/10)+ 2

thematically complex calculations. Implementing Fsurs- . . . .
ing DEVS and CD++ modeling language, requires addi- Using this signal as an operand, quantized DEV8& wit

tional design and testing. The initial problem mbse hysteresis Q= 0.1,n = 2) was applied. Given the signal
“how does one perform multiple model control, captive being quantized id1(0,2), the normalized quantum size
control, when the discrete event system must madehl-
time physical system?” Some of the tools we used:

e Quantized discretization

» Interpolation of states

e Triggering updates

* Unit delays, to propagate updates

can be considered_): 0.05. The resulting quantized signal

is a discrete time signal that contains discretenev
changes. To remove the discrete time componerisf &l
made which contains the signal’s event changesaard-
ciated event times. This list of events and evienes was
used for all tests performed. Figure 7 (a) shovesdhan-
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tized signal and Figure 8 shows the reduction mtest
changes due to the discretization.

Quantizing the Reference Signal
B T T T T T T T T T

Digcrete Time b
— G-DEVS wi Hysteresis

Signal Amplitude
)

1 1 1 1 1 -
250 300 380 400 480 500
Discrete Time

Figure 7: Discretization of reference signal (n€2; 0.10).

Observed Reduction in State Changes due to Q-DEVs
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Figure 8: Reduction in state changes due to digat&in.
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First, discrete event, single model, adaptive adntr
will be performed. The plant to be controlled hias time-
invariant parameter valuep™ =[06 02 01]. A dis-
crete event controller was implemented using RL& @ar-
tainty equivalence control. The adaptive model thasini-
tial parameter estimates defingd = [1,1 -03 - 0,4].

In observing the produced figures, it is clear tthegt
control error remains roughly the same, despitediffer-
ence in quantum size for discretization of the nexfee
signal.

These simulations allow for a discussion of paramet
excitation. The RLS adaptive algorithm was ablecon-
verge faster when the quantum size was smalles Ehi
inherent, as increased excitation increases pedfiocm of
adaptive algorithms. It is worth noting that thisalete
event implementation of adaptive control of overeotne
issue of controller windup. Controller windup, dretpa-
rameter burst phenomenon, occurs in discrete tirenw
long periods pass without excitation while adaptatton-
tinues. Using discrete event notation, adaptatioesdnot
occur unless there are event changes.

Now discrete event simulation of the multiple model
control will be performed. The conceptual modeldise
given in Figure 6. The plant has the possible plant

statesp! =[06 02 20|, pJ=[0o1 08 25|, and
pl =[02 05 1.0]. The models and controller have the
available parameter estimates91T:[O.6 0.2 2.0],
6] =[01 08 25],and 6] =[02 05 10].

Discrete Event Adaptive Contral of Time Invariant System
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Discrete Event Adaptive Control of Time Invariant System
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Figure 9: Adaptive control (a) using Q=0.02; (b)(

An event file is used to input the reference signal
events and their associated event time. The evenalso
forced the plant state changes (parameter jumps).

In the simulation given in Figure 10, the multiple
model controller is handicapped and forcedliways use

the first plant identifaction modelS’lT :

Using the fixed parameter controller, stable cdntro
was achievable for plant statesdhd B. At plant state B
the closed loop system becomes unstable, eventyialty
ing unbounded plant outputs.

In the simulation given in Figure 11, the multiple
model controller is allowed to operate as desigred)
switch among its plant identifying models. The slation
displays the advantages of multiple model control.
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Ewent File: Discrete event quantized signal (0 =0.1)

o a0 100 150 200 240 300 350 400 450
Event File: Force new plant states

1] 50 100 150 200 250 300 350 400 450

CQutput: Model and controller selection performed online
4 T T T T T T T T T

350 4DD 450
Outpul Plant output
4+
2 ’_Lm
D
1 DD 1 QDD 250 300 350 400 450
CQutput: Control errar

1 DD 150 QDD 250 EDD
50

Ern I I I I | | I I I
o 50 100 150 200 250 300 350 400 450

Time

Figure 10: CD++ simulation with parameter jumpsngs
only one plant identifying model.

Ewent File: Discrete event quantized signal (3 =0.1)

] a0 100 150 200 280 300 350 400 450
Ewent File: Force new plant states

] a0 100 150 200 280 300 350 400 450
Cutput: Model and controller selection performed online
T T T T T

T T

A T
1 1 1 1 L 1 L 1

0 A0 100 150 200 250 300 350 400 450

Output: Plant output

0 A0 100 150 200 250 300 350 400 450
Cutput: Cantrol error

P
T
L L

o a0 100 150 200 250 300 350 400 450
Tirne

Figure 11: CD++ simulation containing parameterpsm
using a fixed controller.

Because a perfectly matching identification modatw
designeda priori, the controller was able to find it and use
its parameters. For this deterministic scenariafrob error

existed only at the time period coinciding with legaemp
in plant parameters. During simulation initialipat, the
instantaneous error of each model was zero, reqgugev-
eral reference signal arrival events and correspgniig-
gered plant outputs to identify which controllersmaost
suitable. During operation, only at time 355 didatse
model switch occur. The source of the false switels due
to two models having almost zero modeling error.

5 CONCLUSION

The benefit of performing discrete event controlngs
adaptive control and multiple model control waslakped
and demonstrated in this paper. The design prollams
researched and discussed, before being implemante
phases. In the first phase, we tested the propostdods
of discretization, interpolation, unit delays, amijgered
subsystems. The front-end discretization providedaatic
reduction in data volume. Using true discrete eveptits
and updates, adaptive control of a time-invaridahtpwas
demonstrated. The discrete event implementatioadap-
tive control could overcome the issue of controlléndup
and parameter estimate burst. In the second pkide+
was used to fully implement a discrete event cdletro
Three plant identification models were implemented
identify jumps in plant parameters and select abatrs
accordingly. Simulations, using CD++, showed thae t
properties of continuous and discrete time multipledel
controllers could be employed using discrete esgstems
with CD++.

ATOMIC MODEL DEFINITIONS

- Plant

X = {Uin Ypdin Ypddin Trigger plantState}

Y = {Ypout} S = {createOutput pState}

Vars = {p11 pl2 pl3 p21 p22 p23 p31 p32 p33 U Ypd
Ypdd Yp scrap}

Internal Transition Function:
passivate
External Transition Function:
if (msg.port() == Uin) {
U = msg.value();
holdIn( active, Time(0.1)); }
if (msg.port() == Ypdin) {
Ypd = msg.value();
holdIn( active, Time(0.1) ); }
if (msg.port() == Ypddin) {
Ypdd = msg.value();
holdIn( active, Time(0.1) ); }
if (msg.port() == Trigger) {
if (createOutput == 0) {
createOutput = 1
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scrap = msg.value();
holdIn( active, Time( 0.1) ) ; }

}
if (msg.port() == plantState) {
pState = msg.value();
holdIn( active, Time( 0.1) ) ; }
Output Function:
if (createQutput == 1) {
createOutput = 0;
if (pState==1) { Yp=pll*Ypd+pl2*Ypdd+pl13*U;}
if (pState == 2) { Yp = p21*Ypd+p22*Ypdd+p23*U;}
if (pState == 3) { Yp = p31*Ypd+p32*Ypdd+p33*U;}
send output Yp to Port Ypout }

- Modell (Model2 and Model3 are instances of Mojlel1
X ={Uin Ypin Ypdin Ypddin} Y ={Ymout Eout}
S = {haveU haveYp haveYpd haveYpdd}
Vars={pl p2 p3 U Ym Yp Ypd Ypdd E}
Internal Transition Function:
passivate
External Transition Function:
if (msg.port() == Uin && haveU == 0){
haveU = 1,
U = msg.value();
holdIn( active, Time( 0.1) ) ; }
if (msg.port() == Ypin && haveYp == 0) {
haveYp =1,
Yp = msg.value();
holdIn( active, Time(0.1)); }
if (msg.port() == Ypdin && haveYpd == 0) {
haveYpd = 1;
Ypd = msg.value();
holdIn( active, Time(0.1) ); }
if (msg.port() == Ypddin && haveYpdd == 0) {
haveYpdd = 1,
Ypdd =msg.value();
holdIn( active, Time(0.1)); }
Output Function:
if (haveU==1 && haveYp==1 && haveYpd==1 &&
haveYpdd ==1) {
haveU =haveYp = haveYpd = haveYpdd = 0;
Ym = p1*Ypd+p2*Ypdd+p3*U;
E = (Yp-Ym)*(Yp-Ym);
send output Ym to Port Ymout
send output E to Port Eout }

- UnitDelay

X = {theln} Y = {theOut} S= {haveSignal}

Vars = {theSignal}

Internal Transition Function:
passivate

External Transition Function:

if (msg.port() == theln && haveSignal == 0) {

haveSignal = 1;
theSignal = msg.value();
holdIn( active, Time(0.5)); }

Output Function:
if (haveSignal == 1) { //have the new event
haveSignal = 0;
send output theSignal to Port theOut }

- InterpLast
X = {evXin xTin} Y ={xdout xddout}
S = {waitingforData haveNewEvent haveNewEventTime}
Vars = {evX oldEvX xT oldxT slopeX xtd xtdd}
Internal Transition Function:
passivate
External Transition Function:
if (msg.port() == evXin && haveNewEvent == 0) {
haveNewEvent = 1;
oldEvX = evX;
evX = msg.value();
holdIn( active, Time( 0.001) ) ; }
if (msg.port() == xTin && haveNewEvent == 1) {
haveNewEventT = 1;
oldxT = xT;
XT = msg.value();
holdIn( active, Time( 0.001) ) ; }
Output Function:
if (haveNewEvent == 1 && haveNewEventT == 1) {
haveNewEvent = haveNewEventT = 0;
slopeX = (evX-oldEvX)/(XT-oldxT);
xtd = evX - slopeX;
xtdd = evX - 2*slopeX;
send output xtd to Port xdout
send output xtdd to Port xddout

}

-GenControl
X ={Yrin Ypin Ypdin Em1lin Em2in Em3in}
Y = {Uout, modelSelect} S= {haveYr haveYp haveYpd}
Vars={qll q12 q13 921 922 23 g31 g32g33 Yr Yp Ypd
U eml1 em2 em3 bestModel}
Internal Transition Function:
passivate
External Transition Function:
if (msg.port() == Yrin && haveYr == 0) {
haveYr = 1;
Yr = msg.value();
holdIn( active, Time( 0.001) ) ; }
if (msg.port() == Ypin && haveYp == 0){
haveYp = 1;
Yp = msg.value();
holdIn( active, Time( 0.001) ) ; }
if (msg.port() == Ypdin && haveYpd == 0) {
haveYpd = 1;
Ypd = msg.value();
holdIn( active, Time( 0.001) ) ; }
if (msg.port() == Em1in) {
eml = msg.value();
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holdIn( active, Time( 0.001) ) ; }
if (msg.port() == Em2in) {

em2 = msg.value();

holdIn( active, Time( 0.001) ) ; }
if (msg.port() == Em3in) {

em3 = msg.value();

holdIn( active, Time( 0.001) ) ; }

Output Function:
if (haveYr == 1 && haveYp == 1 && haveYpd==1) {

haveYr = haveYp =haveYpd = 0;

bestModel = 2; // initial guess

U = (Yr-g21*Yp-g22*Ypd)/q23;

/l calc U as if Model 2 was best

if (eml<em?2 && eml<em3) { // Model 1 is best
bestModel = 1;
U = (Yr-g11*Yp-q12*Ypd)/ql3;

if (em3<em2 && em3<eml) {// Model 3 is best

bestModel = 3;

U = (Yr-g31*Yp-g32*Ypd)/q33; }
send output U to Port Uout
send output bestModel to Port modelSelgct
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