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based on the WARPED kernf]. In [7] we introduced a
Conservative DEVS protocol, and built CCD++, thestfi
purely conservative simulator for Cell-DEVS. Thetacol

is based on the classical Chandy-Misra-Bryant (CN&9]
null message mechanism with deadlock avoidancerefée
to this protocol as the Lower-Bound Time Stamp naech
nism (LBTS), the way used to compute the next dleba
tual time. To reduce the number of null messages|ater
proposed the Global Lookahead Management (GLM)oprot
IcoI [10], which maintains a central lookahead manager
(LM) to identify the global minimum lookahead ofetlsys-
tem.

We are interested in analyzing different conséveat
protocols in simulating large-scale DEVS-based rnwde
Here, we first introduce a new conservative protote
d iCMB Conservative DEVS, which is similar to LBTS aitd

differs in the null message distribution strategien, we
provide a thorough performance analysis of theethoen-
1 INTRODUCTION servative protocols (LBTS, GLM, and CMB) by condngt
a variety of simulations. We provide a comparattedy of
these protocols by investigating different perfonce met-
rics including: total execution time, blocked tinmagmory

. . . . consumption, total number of positive and null dyveas
Event System Specificatiorf)] formalism provides a dis- well as null message ratio, showing how CCD++ [miesi

crete-event M&S approach that allows constructibhier- considerable speedups. and its ability for simotatiarqe
archical models in a modular manner. DEVS is a dounDEVS-based mpodelsp ' y Garg

formal framework based on generic dynamic systeams c
cepts that allows model reuse, and reduction ireldgvnent 2 RELATED WORK

and testing time due to its hierarchical approattcon- There are a number of parallel DEVS M&S toolkitslir-
structing models. The Cell-DEVE] formalism expands ing: DEVS-C++[11], DEVS/CORBA [12], DEVSCluster

DEVS to describe n-dimensional cell spaces as etiscr [13], DEVS/P2P[14], and DEVS/RMI[15]. Aside, much

event models, where each cell is represented ag&\&SD . . .
model with explicit timing constructions. work has been done using the synchronization mésiman

Parallel and distributed computing has become théffered by HLA[16]. DEVS-HLA simulators have been re-
technology of choice to speed up large-scale simams  ported in [17-19]. In[20], a new simulation algorithm for
and to allow geographically distributed simulatioRarallel  efficient distributed simulation of P-DEVS modeks pre-
DEVS (P-DEVS) introduced a mechanism for handling s sented. The algorithm makes use of Java threadgand
multaneous events, allowing for efficient executidrparal-  forms sequential execution among the entities @h eam-
lel models[3]. Both Cell-DEVS and P-DEVS have been puting node while the simulation is distributed ovemote
implemented in CD++[4], a M&S environment pro- nqdes. We.are interested in CMB-based con;eryalma-
grammed in C++. Several versions of the tool hagenb lation by using null messages and lookahead infomao

built in order to run large-scale simulations irrghel and synchronize among participating nodes.

Abstract

We present three conservative synchronization nmesins
for parallel DEVS and Cell-DEVS. The protocols ased
on the classical Chandy-Misra-Bryant null messageha-
nism with deadlock avoidance. Our protocols provale
novel DEVS-based conservative approach that isldelad
free, and extracts the lookahead information frome t
model’s specification. The protocols are integrated the
CD++ simulation toolkit, providing a conservativiensilator
(named CCD++) for running large-scale DEVS and -Cel
DEVS models in parallel and distributed fashion. Wre-
vide a comparative study of these protocols bystigating
different performance metrics including: total extan
time, blocked time, memory consumption, total numdbie
positive and null event, as well as null messagje,rahow-
ing how CCD++ provides considerable speedups, &
ability for simulating large DEVS-based models.

Discrete-event modeling and simulation (M&S) hagrbe
used to study complex systems in a broad arrayofains.
Among the existing simulation techniques, DEVS (Déte



The Optimistic DEVS protocdl5], and its extension,

the Lightweight Time Warp protocdRl], were the first
pure optimistic mechanisms allowing parallel exeputof
Cell-DEVS systems. Although these two protocolstérye-
duce the overhead of the optimistic algorithm, ésssuch as

tion (I, t), collect (@, t),internal (*, t), anddone (D, t) con-
trol the execution of events at each virtual tiTe

Our conservative protocols (LBTS, GLM, and CMB)
are implemented at the NC. Processes communicde on
through messaging with their neighbors; there arshrared

numerous memory consumption and large number té stavariables and no central process for message pun

savings and rollbacks remain. This is especiallpaapnt
when the number of participating nodes increasssjlting
in cascaded rollbacks. In order to analyze thetéitiins of
the optimistic DEVS protocols and the parallel exgm of

scheduling. Although each LP has its own Local 04kt
Time (LVT), no events are received at virtual ptste.
Synchronization is maintained through null messagesy/-
ing on lookahead information. The NC on each nadéhé

DEVS and Cell-DEVS, we developed DEVS-based consercentral synchronizer for driving the simulationtbat node.

vative protocols. The first one was the ConsereafdEVS

(LBTS) protocol[7] based on the idea of lower-bound time-
stamp and the classical null message protocol anh@
Misra-Bryant. To reduce the number of null messages
later proposed the Global Lookahead Management (GL
protocol [10], which maintains a centralized synchronizer
that deals with null message distribution and dlabae
advancement. Here, we propose another consenaine-

col based on the classical CMB synchronization rhme
DEVS CMB. This protocol differs from our originalBTS

in the way null messages are distributed amonghbeigng
nodes. The goal is to reduce the number of nullsangss
compared to our LBTS protocol.

3. CONSERVATIVE SSIMULATION IN CCD++

CCD++ is the first purely conservative simulator fon-
ning Cell-DEVS simulations in parallel and distried fash-
ion. The simulator is built on top of the WARPEDrkel

[6], which provides services for defining proceséamula-
tion objects), scheduling, memory, file, event, commica-
tion, and time management. Simulation objects qinysi-
cal processor are grouped into a Logical ProceB3, (and
communicate through Message Passing Interface (MPI)
To reduce communication overhead, CCD++ adopts

flat structure that createsNode Coordinator (NC), aFlat
Coordinator (FC), and a set ocEmulators on each node.
Doing so eliminates intermediary coordinators ie L hi-
erarchy, reducing communication costs. The NC lscal
central controller and the final destination ofeimhode
messages, whereas the FC routes messages betsvelifdit
Smulators and the parent NC, as seen in Figure 1.

Node 1

Simulators

Simulators

Figure 1. LP structure on two nodes
Six types of events are defined to execute theilsim
tion in a message-driven fashidexternal (x, t) andoutput
(y, t) messages encode the input and output dategliza-

The focus on each of the protocols is on computiegloo-
kahead values and distributing them via null messagnd
deciding when to suspend or resume the LP. The N@-i
sponsible for lookahead calculation, null messagégilu-

Mtion, suspending the LP, receiving null messages fother

LPs while the LP is blocked, and resuming the LRemvAll
remote null messages are received. The NC drivesithu-
lation at the LP, whild&=C, Smulator, etc. are unaware of
the underlying synchronization mechanism.

Although our conservative protocols exploit simila
parallelism level as in the classical P-DEVS sirtiatapro-
tocol, however, unlike P-DEVS, we do not have abglo
synchronizer advancing the global time. Moreoveir, joro-
tocols require smaller number of messages whenilaileg
the next time advance of the simulat[@h In P-DEVS pro-
tocol there is a global coordinator asking all atooompo-
nents to send their next state change values. édtnoP-
DEVS is a risk-free optimistic protocol (not evertél roll-
backs occur), but it only exploits parallelism retsimulta-
neous occurrence ofternal events among many compo-
nents.

4. CONSERVATIVE PROTOCOLSFOR DEVS

In this section, we provide a brief overview of eaxf our
Bonservative protocols, highlighting their diffecess.

41. TheLBTSProtocol

In LBTS [7], processes communicate only through mes-
sages with their neighbors; there are no sharedbtas and
no central process for message routing or proogtssdsi-
ing. Although each LP has its own Local Virtual Em
(LVT), no event is received at the virtual pastdirthe null
messages carry lookahead information. The protasol
deadlock-free, as null message cycles cannot oétuthe
start of every synchronization phase, each LP coespits
lookahead value, which is dynamically extractedrfrthe
model specifications, and forwards it to all oth&s. Then
the LP suspends and waits for all remote null ngssdo
arrive from other LPs. Once all null messages aoeived
from all LPs participating in the simulation, itstenes and
first computes its new LVT based on the lookahesldes it
received via the remote null messages. This lockélaand

LVT computation are described in detailg[f. As we can
see, the LVT of every LP at any time is equal ® tlower-



Bound Time Stamp of any unprocessed event among ahges is reduced, but the multiple lookahead caatipat

LPs. The major issue of this protocol is the nuraero
amounts of null messages that must be distributethea
start of each synchronization phase. Each LP nigtsends
null messages to its direct neighbors, but alsevery other
LP to ensure correct computation of the LBTS valligis
issue motivated us to revise the null messageilaligion

mechanism by proposing two new protocols, the Glid

the CMB protocols which are discussed next.

4.2. TheGLM Protocol

The Global Lookahead Management (GLM) protofid]

uses the idea of safe processing intervals fronCthreserva-

tive Time Window[22] algorithm and maintains global syn-
chronization in a fashion similar to the Distribdit8napshot

technique[23]. GLM reduces the number of null messages

by organizing the conservative execution in suetag that
every LP reports its lookahead only to the globahnager
rather than to every LP. A centitabkahead manager (LM)
is in charge of receiving every LP’s lookaheadntifging
the global minimum lookahead of the system, ancadvro
casting it via null messages to all LPs. The solefion of
the LM is to detect the suspension phase, anditiatenthe
resume phase by broadcasting ghebal minimum looka-
head. The simulation is divided into cycles of two pka:
(i) Paralld Phase: LPs run simulation until suspension.
(if) Broadcast Phase: LM broadcasts global minimum loo-
kahead, allowing LPs to advance their LVTs.

The key characteristic of GLM is that it is asyr@h
nous and the central LM is not expected to be Hemck
since the only message transmissions involvingki¢ pplace
at the end ofarallel phase andBroadcast phase. In fact,
the LM does not carry out any computation and iondy
invoked when all LPs are blocked and the simulaisosus-
pended, not introducing any overhead.

4.3. TheCMB Protocol

This protocol we introduce here is a variation ®&TIS to
reduce the number of null messages. The protochgds
the way conservative synchronization is maintaibgdo-
cusing on null message distribution only among Inleaging
LPs. An LP only forwards null messages to its direc
neighbors as defined by the DEVS translation flamctlUn-
der this scheme, at the start of every synchraoizathase,
the LP computes its lookahead similarly to the way cal-
culated in LBTS, but the null message is only senits
neighbors. Then the LP blocks and waits for itghkeoring
LPs to send their lookahead value via null messaQase
all neighbor null messages are received, the LPpooes its
new LVT based on the received lookahead valuesstarts
another lookahead computation and null messagehdist
tion round. This process continues until no smdibeka-
head value can be received from neighbor LPs iatéme.
Once the LP has received the smallest possibleatedd
value, it computes the new LVT and resumes the Isition.
With the CMB protocol, the overall humber of nullesa

and null message redistribution could have a negatfect

on the simulation performance. These effects wéll dis-
cussed thoroughly in the Performance Evaluatioticsec

4.4. Comparison of the Conservative Protocols

Figure 2 illustrates the null message distribustmategy for
the three conservative protocols. As we can seg, share
the following common features and characteristics:

1. They are implemented at the NC; the other DEVSproc
essors are unaware of the underlying synchronizatio
mechanism. The NC is the local controller and drive
the simulation on that node. It is responsiblelémka-
head and LVT computation, LP suspension and re-
sumption, and null message distribution and reoapti
Lookahead and LVT computations are performed dy-
namically based on the model’'s data. The computatio
formulas are the same for all the three protocols.
Lookahead computation is performed after each LVT
computation; hence, it is updated and distributadrag

all remote LPs every time before the LP is suspeénde
This strategy ensures that the lookahead valua afPa
represents the latest LVT update as there is at mee
lookahead computation per LVT update. Unlike other
conservative algorithms, the modeler does not need
specify the lookahead, which is dynamically extedct
by the protocols.

Null message distribution occurs before LP suspensi
thus, deadlock is strictly avoided. NC only susysetin

LP after performing a lookahead computation and
propagating it to destination LPs via null messages

<—» inter-LP messaging
«—» intra-LP messaging
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Figure 2. Null message distribution of the protocols

5. PERFORMANCE EVALUATION

To obtain a comparative study of our conservativetg
cols, we implemented LBTS, GLM, and CMB in CCD++,
and conducted extensive tests with each protocektsT
were carried out on a cluster of 12 compute nodeal(3.2
GHz Intel Xeon processors, 1 GB PC2100 266 MHz DDR



RAM) running Linux WS 2.4.21 interconnected through
Gigabit Ethernet and MPICH 1.2.6. Table 1 lists tinetrics
collected in the experiments. The experimental ltesor
each test case were averaged over 10 independenttou
strike a balance between data reliability and ngsgffort.
For the test cases on multiple nodes, the resudre \also
averaged over the participating nodes to obtaperanode
evaluation (i.e. BT, MEM, PEV, and NEV represerg tor-
responding results per one node).

We used three different Cell-DEVS models in our ex-
periments. The first model, callédre, simulates forest fire
propagation in a two dimensional cell space based o
Rothermel’s definitiorf24]. The second model, nam¥&d-
tershed, is a simulation of the environmental influence on
hydrological dynamics of water accumulation in eethdi-
mensional cell spad®5]. The third model, calle@ynth, is
a synthetic model consisting of a grid where calls ini-
tially set to zero and throughout the simulatidrey toggle

between the value of 0 and 1. Each cell has eigighibors,
which leads to high communications. The purposehis
model is to analyze parallelism with communication-
intensive models. ThEire model is computation-intensive
compared tdNatershed model, which consists of a 3D cell
space that makes it a good candidate for analyaimgmu-
nication-intensive simulations.

Table 1. Performance metrics

Metrics Description
T Total execution time of the simulation (sec)
BT Total blocked time during the simulation (sef)
MEM | Maximum memory consumption (MB)
PEV | Total number of positive events executed
NEV | Total number of null events executed
NMR | Null message ratio (NEV / PEV)
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Figure 3 illustrates the T and BT results fore model. T of GLM and LBTS. In all cases, CMB takes longettm2
The LBTS and GLM protocols reduce the executionetim nodes compared to 1 node. The large overhead qfrtte-
when more nodes are participating. However, thisriyy  col overcomes the benefits of parallelism. Howewasr the
true until a certain point, where after that addimgre nodes number of processors increases, the execution dimethe
do not reduce the execution time. This is due todter- blocked period of CMB starts to drop. For BT, tlests
head of the protocol, where increased number dfmak-  show that, similar to th&ire model, GLM has the lowest
sages and blocking times start to have a negatipadét on  blocked time; then comes LBTS, and finally CMB. Foe
the overall performance. In terms of the BT, GLMguiced  Watershed model, execution time and BT reduction rate for
the smallest results in all cases, while CMB reslin the various sizes of the model were very close. Theglproto-
largest blocked time values. Although CMB produless  cols have the same performance gain regardledseafite
null messages, it ends up with larger total nundfenull ~ of the model, which is merely due to the numerousnts
messages and blocked periods compared to LBTSquioto that are distributed throughout the simulation ti8D
(because its strategy consists of multiple rounfiswdl model includes a large number of neighbors thattrbas
message distribution). Memory consumption per riede-  updated more often). The MEM results are giveniguie
duced in the same manner for all different sizes Gmly 6. As in theFire model, memory consumption per node
present the results for two sizes due to spacediion) as drops as the number of machines increases. Allthhee
seen in Figure 4. The maximum memory consumptian peprotocols resulted in very close MEM values, shanihat
node drops considerably as more nodes are engaged f the three protocols perform the same in terms oforg
the three protocols. consumption.

The results of th@Vatershed model are given in Figure The T, BT, and MEM for th&ynth model are shown in
5. Since the model is communication-intensive we see  Figure 7. This model allows analyzing the perforoeiof
that for all the protocols, the execution time dr@s more each of the protocols when full parallelism takésce. As
nodes are engaged. The performance improves evitn wican be observed from the execution results, fahallproto-
small sizes (compared fire). GLM provides the best per- cols, the simulations have benefited from the galtallelism
formance in all cases, and the worst performancéolis such that the performance continuous to improvethas
CMB. In most cases, only the BT of CMB is largearirthe  number of nodes increases.
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Figure 5. Watershed model T and BT results
For GLM and LBTS, the BT value is considerably low best performance, while the CMB protocol has thestvie-
compared to the T value in each case. The BT vadwes sults in every scenario. However, due to the natfirthe
still too high with the CMB protocol compared tetbther model, the results are overall better than thosgindéd
two protocols. As in previous models, the GLM résdlin -~ from theWatershed or Fire model. As shown by the mem-
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ion graph (for the 400x400 size) memay

for all protocols, and for all the three differesites of the

age per node improves remarkably with the increafse model, however we only presented the graph of €@@x400

number of machines. The memory consumption is dnees

size due to space limitations.
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Figure 6. Watershed model memory consumption results

so interested in investigating the resafltthe

and the null message ratio. Figure 8 shows the NMR
NEV/PEV) results for various sizes of thiére model.
Looking at the GLM graphs, we see that this proltqgro-
duces the smallest NMR in all cases. The CMB padtoc when more nodes are participating, the total nunobell
the LBTS protocol, produces smaller NMRmessages that are distributed by the LBTS protaael

compared to
values after a
is 4, 6, 6, and

certain number of participating spdehich
8 nodes for 100x100, 200x200, 300xand

500x500 sizes respectively. This behavior is exgdi by
the fact that as the number of machines incredbessyn-
chronization overhead associated with CMB gets lemal

than that of produced by the LBTS protocol. Meaninih
smaller number of machines, the total null messamges
duced by the LBTS protocol are less than the nurabeull
message distribution rounds in CMB, thus resulimpwer
NMR compared to the CMB protocol. On the other hand

much higher than those produced by the CMB protcadel
though the CMB protocol causes more synchronization
rounds per each synchronization phase when moresrere
engaged.
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Figure7. Synth model T, BT, and MEM results
As expected, the GLM protocol results in the sesll

number of null messages (average NEV per node)lin anumber of machines it shows worse results compsred

to the NMR results, the CMB outpenfothe

LBTS protocol after a certain point, while with diea

LBTS. The NMR results for thé/atershed model are illus-



trated in Figure 9. Similar tBire model, the best results are LBTS when more nodes are used.
obtained with GLM, and the CMB protocol outperforthe
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Figure 9. Watershed model NMR results
6. CONCLUSIONS the strategy of null message distribution. The go&b ana-
We presented a comparative study of three consesvat lyze the effect of different conservative syncheaion
synchronization protocols (LBTS, CMB, and GLM) for mechanism on the overall performance of the sirarat
DEVS and Cell-DEVS applications. The protocols eliffn ~ We conducted thorough experiments using commupicati



intensive and computation-intensive Cell-DEVS medl

analyze different metrics such as total executionet

blocked time, memory consumption, total number a$ip
tive and null event, as well as null message rdtie results
showed that the GLM protocol outperformed the other

protocols at every scenario. In most cases, CMBarut
formed LBTS when small number of nodes were paditi
ing. However, as the number of processors incred$&tS

produced better results compared to CMB. We areently

working on a thorough testing analysis by condurtansi-
tivity analyses using larger and more complex m®adwei

both CCD++ with different conservative protocolgdahe

purely optimistic simulator (PCD++4p] to provide a refer-
ence guide on whether to use a conservative siorubatan

optimistic one and under what circumstances on@estt
forms the other.
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