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ABSTRACT

Wireless Sensor Networks (WSNs) are usually susceptible to viruses and malware attacks. This is due to
the nature of the forming nodes which are constrained in terms of memory, processing capabilities, battery
power, and communication capabilities. Such constraints impose limitations in terms of the employed se-
curity features, as sophisticated protection mechanisms would be considered inefficient and hence unsuita-
ble. Therefore, WSNs could be attacked by viruses and malware which interrupt or completely terminate
their main functionalities. We present a method to study malware propagation patterns in WSNs and exam-
ine the abilities of different Media Access Control (MAC) rules and techniques to limit malware propaga-
tion. Two different MAC protocols are considered. We have built different models for wireless communi-
cation in WSNs as well as malware propagation using Cell-DEVS. Furthermore, we have implemented our
models and ran simulations to study malware propagation.

Keywords: DEVS, Cell-DEVS, Malware, Wireless Sensor Networks.

1 INTRODUCTION

With the emergence of Internet of Things (IoT) and the improvements on embedded devices, Wireless
Sensor Networks (WSNs) are regarded as an important technology due to their potential usage in monitor-
ing applications in number of fields including defense, health care, environmental science, or chemical
industry. There are still technical challenges that should be overcome to achieve a widespread employment
of wireless sensor networks. Security is one of the most serious issues to be considered for the deployment
and operation of WSNss.

Different research has been conducted on malware and virus attacks on wireless computer networks and
wireless telecommunication networks (Karyotis and Papavassiliou 2014; Angel Martin del Rey 2013; Peng,
Wang, and Yu 2013; Yu et al. 2015). However, WSNs differ from traditional computer networks and wire-
less telecommunication networks in various aspects. First, they are highly distributed and normally include
a large number of distributed nodes (sensor nodes) with the ability to monitor their surroundings. Second,
sensor nodes are limited in power, computational capacities, and memory. Finally, self-organization is a
fundamental feature of wireless sensor networks, meaning that they need normal operation with minimal
human interaction. Security mechanisms employed in traditional computer networks or wireless telecom-
munication networks are not suitable, due to the mentioned limitations of WSNs. As such, it is important
to come up with methods to analyze the impact and propagation of malware attacks on WSNs and study the
performance of different lightweight protection techniques. Furthermore, it is important to develop spatial models
and tools that visually simulate the propagation of malware in WSNs, which can help understanding the malware
propagation patterns under different operation conditions and protocols.

Cellular Automata (CA)-based models have been proposed to study malware propagation in WSNs (Yurong
Song and Guo-Ping Jiang 2008). In such models, malware propagation is modeled using CA theory (Das
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2012), a well-established and popular methods for natural computing. CA allows modeling complex natural
systems with a large numbers of simple identical components and their local interactions. Cell-DEVS can
be identified as an advanced version of CA which uses the Discrete Event System Specifications (DEVS)
formalism to enhance the capabilities of conventional CA (Wainer 2009). It allows interactions with exter-
nal entities and components, and explicit timing delays when computing individual cell states. Hence events
that trigger local cell state computation can be fired by entities that are external to the cellular neighborhood.
Moreover, advanced Cell-DEVS simulators have allowed convenient behavioral modeling using multiple
state variables and multiple ports that define the cells’ characteristics.

In this work, we show how the Cell-DEVS methodology can be used to build models for WSNs and mal-
ware propagation in WSNs. We have focused on the inherent characteristics of WSNs and the dynamic
process of malware propagation. We have also implemented our models using CD++ (Wainer 2009), a
simulation engine designed to simulate Cell-DEVS models. The models developed were used to run various
simulations to study malware propagation under two Medium Access Control (MAC) protocols. Simulation
results revealed that MAC mechanisms of wireless sensor networks have an impact on the speed of malware
propagation and can reduce the risk of large-scale malware prevalence in WSNs. The developed WSN
models can be used to accurately generate the dynamic behavior of malware propagation in WSNss, in order
to understand such behavior and develop robust and efficient defense systems. We present three WSN
malware-propagation simulation models. First, we a present a basic Cell-DEVS model that we implement
with the CD++ toolkit. Then, we present the implementation of this model with an extended version of
CD++. Finally, we updated the simulation model to resemble more realistic WSN, and compare effective-
ness of different MAC protocols on malware spread controlling.

2  BACKGROUND

Malware can be defined as a piece of software with malicious intent that is designed to implant itself in a
computer or server, and cause some damage (Wikipedia n.d.). It can take the form of scripts, executable
code, or other kinds of software and propagates from the infected device to other devices either automati-
cally or through user activities. Malware attacks on wireless computer networks and wireless telecommu-
nication networks have been investigated by many researchers (Karyotis and Papavassiliou 2014; Angel
Martin del Rey 2013; Peng, Wang, and Yu 2013; Yu et al. 2015). In (Karyotis and Papavassiliou 2014), the
authors model malware spreading in wireless networks. The authors focus on the impact of malware on the
network and its effect on node churn. A queuing-based model was adopted for malware spreading for the
case of wireless distributed networks. CA-based models have been developed for malware propagation in
computer networks. A CA-based model to simulate computer malware spreading was proposed in (Angel
Martin del Rey 2013). The authors focus on fast spreading of computer malware that are mainly distributed
through bulk e-mailing to the contacts in the address book. An efficient two-dimensional CA model for
worm propagation was proposed in (Peng, Wang, and Yu 2013). The model utilizes the epidemic theory
and defines a set of suitable local transition rules for the CA model based on this theory.

As mentioned in the previous section, WSNs have fundamental differences from traditional computer net-
works and wireless telecommunication networks which makes it necessary to study and analyze the prop-
agation of malware in such networks. Several research works have recently given attention to study mal-
ware propagation in WSN and proposed a number of techniques to minimize its effects and limit its
propagation. Some of the proposed approaches involve application of signal processing techniques to model
space-time propagation dynamics of topologically-aware malware in a sensor network with uniformly dis-
tributed nodes (Khayam and Radha 2006).

In addition to the work above, CA-based models have been developed to simulate malware propagation in
WSNs. In (Yurong Song and Guo-Ping Jiang 2008), a CA-based model has been developed to analyze the
propagation of malware in WSNs through multi-hop broadcast protocols. The simulation results show that
the density of sensor nodes has a significant impact on malware propagation over the WSN. Results have
also shown that malware propagation diffuses continuously from infected nodes toward the outside nodes
which are spatially bounded.
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In this work, we use Cell-DEVS to develop multiple models for malware propagation in WSNs. It is well
established that Cell-DEVS has many advantages over CA (Wainer 2009; Al-Habashna and Wainer 2016).
Most importantly, the Cell-DEVS formalisms provide an asynchronous cellular modeling technique includ-
ing a better definition of timing properties in the model and allowing combining models easily. This also
allows modeling complex systems more efficiently. For further detail on the advantages of Cell-DEVS, the
reader is referred to (Wainer 2009).

Cell-DEVS is a combination of CA and DEVS with explicit timing delays (Wainer 2009). DEVS provides
a formal framework for modeling generic dynamic systems and includes hierarchical, modular, and com-
ponent-oriented structure. Moreover, it has a formal specifications for defining the structure and behavior
of'a discrete event model (Zeigler, Prachofer, and Kim 2000). Cell-DEVS (Wainer 2009) extends the DEV'S
formalisms, allowing us to implement cellular models with explicit timing delays. Once the behavior of a
cell is defined, a coupled Cell-DEVS model can be created by interconnecting a number of cells with their
neighbors. Each cell is defined as a DEVS atomic model. Each cell uses N inputs to compute its next state.
These inputs, which are received through the model’s interface, activate a local computing function 7. A
delay d can be associated with each cell. A coupled Cell-DEVS model is the resulting array of cells (atomic
models) with given dimensions, borders, and zones.

A Cell-DEVS model was developed for large WSNs in (Qela, Wainer, and Mouftah 2009) and used to
study the behavior of the network and evaluate topology control algorithms. In (Kazi and Wainer 2017), a
simple model has been developed for malware propagation in WSNs. We will show how to build similar
models using Cell-DEVS and implementing them using the CD++ toolkit. We present two different models,
a simple version, and an extended one using an advanced specification language which reduces the number
of cells in the model, and hence, reduces the number of exchanged messages and log-file size, which in turn
reduces the execution time. Furthermore, we build an improved version of the model, which employ more
complex rules that produce a more realistic behavior of WSNs.

3 MODELING MALWARE IN WSN

In this section, we start by discussing the model, which captures a few basic characteristics of WSN. As
mentioned above, we provide two implementations of this model. The original version provides simple
rules for experimentation, while the extended version, which includes a more complex model definition,
allows adding more features and functionalities while improving performance.

3.1 Cell-DEVS WSN model

We have modeled the WSN as a 2-dimensional lattice of cells, with each cell may or may not be occupied
by a stationary wireless sensor node. The states that each cell can take are shown in Table 1. Figure 1-a
explains our Cell-DEVS model. The figure shows a 2-dimentional grid of cells. An empty cell represent a
small area that is empty, i.e., area that does not contain a sensor node, or an area with a dead sensor node.
Other cells represent areas with sensor nodes. A cell with a sensor node can be in one of three states:
Susceptible, Infected & spreading, or Infected & dormant, as shown in Table 1.

Table 1: Malware plane states.

State Value
Dead or unoccupied -1
Susceptible 0
Infected & spreading 1
Infected & dormant 2
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Figure 1: (a) Two-dimensional representation of the studied area. (b) State-transition diagram for malware
plane (initial model).
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The states of the cells change as per the state-transition diagram shown in Figure 1-b. Initially all the nodes
in the lattice are in the susceptible state with fixed battery power. If no malware is received, it is assumed
that sensor nodes perform their normal functions using relatively less power consumption. Hence, unin-
fected nodes will take a long time to switch to the Dead state. However if a node receives a malware mes-
sage, it moves to the infected-&-spreading state and starts broadcasting malware to its neighbors. Broad-
casting consumes a significant amount of power, draining the battery faster and results in moving to the
Dead state quickly.

Wireless Media Access Control (MAC) protocols are used in WSNs to manage access of nodes to the
transmission channel and minimize transmission collisions in an energy-efficient manner (Kabara and Calle
2012). Initially we considered the basic characteristics of media access protocol to guarantee channel access
fairness and minimize collisions. Table 2 shows media access states of each node that are used to model
wireless data transfer with minimal collisions. Transition of states and assignment of these state values are
implemented as per the transition diagram in Figure 2-a. Due to the media access (MAC layer) rules, a node
has to wait for a channel to be free, to start broadcasting. Basic characteristics of wireless channel access is
modeled by introducing the infected-&-dormant state. An Infected-&-spreading node waits for random
delay before the next malware broadcast by moving to the infected-&-dormant state after each broadcast.
Finally sensor node battery power is modeled by starting at a battery power level value of 20 and decreasing
to the minimum of 10 at different rates for each node depending on the state.
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[Battery Power]
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Figure 2: (a) State-transition diagram of the access plane. (b) Three planes used to assign three state variables.
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In our initial version, we modeled the system in Cell-DEVS using three planes to represent three state
variables of a sensor node at a particular time instance: a malware plane, a power plane and an access plane,
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as shown in Figure 2-b. The Malware plane is used to handle malware related values representing wireless
sensor nodes. As we discussed earlier, a cell in the malware plane can be; dead/unoccupied, susceptible,
spreading or dormant. The Power plane is used to keep the power state values of the sensor node. An initial
power value of 20 represents a full battery level for a sensor node and a value of 10 represents a completely
depleted battery of the sensor node. The access plane defines MAC-related states, and has the state variable
values channel free, receiving and broadcasting.

3.2 Advanced WSN model

We built an improved version of the original model by including new states and transition rules to resemble
a more realistic behavior of WSN, exploiting additional features introduced by an extended version of
CD++ (Lopez and Wainer 2004). First, we implemented the model using the extended version of the sim-
ulation engine. We preserved most of the model characteristics and simulation rules but implemented them
with multiple state variables and ports.

After converting the model with multiple-plane design to a multiple-port design, we further enhanced the
model by adding new functionalities. These new modifications can be highlighted as:

e Cells were modified to compute their states by receiving neighbor inputs from three input ports
e A probabilistic approach was followed to model shared wireless medium access
e The characteristics of the Sensor-MAC (S-MAC) (Ye, Heidemann, and Estrin 2004) protocol and
the Optimized MAC protocol (Rajesh Yadav 2008) were modeled introducing fixed and variable
sleep states
Using multiple state variables and ports reduced the complexity of the multiple-plane model. We used three
state variables, namely, node, txrx and pwd to simulate node state changes, data transmission and channel
access state changes, and power changes, respectively. The state variables and corresponding values are
illustrated in Table 2.

Table 2: Malware plane states.

Node Pwd TxRx
Value | -1 0 1 2 3 4 5 20/ ...]o]0 1 2 3
Repre- Dead Suscep- Suscep- Infection Infec- Pat- Pat- Power level No Normal | Malware | Patch
sented or Oc- | tible tible ac- | spreading | ted but | ched ched chan- | ad-hoc | broad- messages
state cupied sleeping | tivenode | node dor- active | slee- nel ac- | mes- cast
node mant node ping cess sages
node node

Each variable name represents a state variable and its input/output ports. When a change occur to the value
of a certain state variable, the new value is sent over the corresponding port to the neighboring cells that
receive the sent value over their corresponding input ports. Figure 3 shows the state transition diagram for
the node state variable.

The state variable pwd is used to simulate the power consumption. Each nodes battery starts at a value of
25 and decreases during the operation until it reaches 0. The power consumption per 100ms is different for
each state. The values are not shown here due to lack of space.

Authorized licensed use limited to: Carleton University. Downloaded on May 16,2022 at 13:22:15 UTC from IEEE Xplore. Restrictions apply.




Al-Habashna and Wainer

P(susceptible_active)
Message
transmitted or

timed-out

Message
transmitted ¢

power < 1
power < 1
1 - P(susceptible_active)
Malware
message

received|
power < 1

power < 1

Malware broadcast

Infected_Spreading
@

P(infected_spreading)

Figure 3: State-transition diagram of the improved model.

3.3 WSN MAC protocols

We implement two Wireless MAC protocols in the improved model, namely, the S-MAC protocol and the
Optimized-MAC protocol. The S-MAC protocol is a contention-based MAC protocol (Ye, Heidemann, and
Estrin 2004) that is a modification of the IEEE 802.11 protocol specially designed for WSN. In this MAC
protocol, a sensor node periodically goes to the fixed listen/sleep cycle. A time frame in S-MAC is divided
into two parts: one for a listening session and the other for a sleeping session. Only for a listen period,
sensor nodes are able to communicate with other nodes and send some control packets such as SYNC, RTS
(Request to Send), CTS (Clear to Send) and ACK (Acknowledgement). By a SYNC packet exchange, all
neighboring nodes can synchronize together, and using RTS/CTS, two nodes can communicate with each
other. Much energy is still wasted in this protocol during the listen period as the sensor will be awake even
if there is no reception/transmission.

In the Optimized MAC protocol (Rajesh Yadav 2008), the sensors duty cycle is changed based on the
network load. If the traffic load is high the duty cycle increases and vice versa. The network load is identi-
fied based on the number of pending messages in the queue at a particular sensor. The control packet over-
head is minimized by reducing the number and size of the control packets as compared to those used in the S-MAC
protocol. This protocol may be suitable for applications in which there is need for low latency.

The basic characteristics of Optimized MAC protocol and S-MAC protocols were used to model medium
access in WSN. The optimized mac protocol increases the duty cycle based on the total load in the sensor
network. Since we have followed a probabilistic approach, this characteristic was modeled by maintaining
inversely proportional relationship between ad-hoc message generations and sleeping probabilities. On the
other hand, the S-MAC protocol uses fixed duty cycles regardless of the load on the sensor network. Hence
we have modeled the S-MAC characteristics by keeping fixed sleeping probability and observing the mal-
ware propagation patterns for different message-generation probabilities.

Beside these characteristics, a set of rules was defined to provide shared access to the wireless medium,
minimizing collisions. Implementation of collision avoidance algorithms such as CSMA is outside the
scope of this work. Hence we simply make a node wait if it detects that the channel is used by its neighbors
and only transfer data if none of the neighbors use the channel (i.e. channel is free). However this simple
approach does not guarantee collision free data transfer. Therefore if more than one neighbor of a particular cell
access the channel at the same time, the node assumes a possible collision and simply ignores the message. Due to
lack of space, we will not show the Cell-DEVS rules used to implement the models above.

4 PERFORMANCE ANALYSIS

We ran various simulations with the developed malware propagation models. In this section, we analyze
the simulation results obtained from both versions of the model. Furthermore, the impact of MAC protocols
on controlling malware propagation is evaluated. We consider the two MAC protocols discussed in the
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previous section, i.e., the SMAC protocol and the Optimized MAC protocol. which aims to optimize sensor
battery usage by changing the duty cycle based on sensor load, and the S-MAC protocol that keeps a fixed
duty cycle.

4.1 Output analysis

In this subsection, we study the simulation outputs captured by the basic model at different simulation
times. The basic model is conceptually similar to the CA model developed in (Yurong Song and Guo-Ping
Jiang 2008). As such, we analyze the results produced by this model for validation purposes. In the follow-
ing subsections, we analyze the results obtained by the improved model.

Malware-Plane Power-Plane Access-Plane

.;o 0.0 0.0 0.0 0.0 .....-30.030.030.030.030.030.0
0.0 0.0 0.0 0.0 0.0 0.0 ..-.-.30.030.030.030.030.030.0
0.0 0.0 0.0 0.0 0.0 0.0 ..-.-.30.030.030.030.030.030.0
0.0 0.0 0.0 0.0 0.0 0.0 .- . 0.030.030.030.030.030.0
0.0 0.0 0.0 0.0 0.0 0.0 ..-...30.030.030.030.030.030.0
0.0 0.0 0.0 0.0 0.0 0.0 ......30.030.030.030.030.030.0

Figure 4: Initial values of the cells.

Figure 4 shows the cell values at simulation time 0 ms. Hence it shows the initialization of the cells just
after assigning values to cells in the malware plane, power plane and access plane. It can be seen that in the
malware plane, all the nodes are in the susceptible state (value 0) except the node (0,0,0), at the top-left
corner. We have initialized this node as an infected-&-spreading node (state value 1), to observe the mal-
ware propagation behavior. We have set the initial battery power level of every node to its maximum value,
i.e., 20. The access plane is initialized to show that the wireless medium is free (state value 30) and none
of the nodes are broadcasting (state value 31) or receiving (state value 32). According to the rules, the
infected node will start broadcasting after random countdown time. As can be seen in Figure 5, after two
time steps, node (0,0,0) has moved to the infected-&-dormant state while its battery power has been reduced
to 18. Meanwhile, three neighbors of the infected cell has received the malware message (not shown in the
figure) and moved to infection-&-spreading state.

In the next time step, three infected neighboring nodes of (0,0,0) will start broadcasting, following the
medium access rules, which are defined to minimize collisions by not allowing many neighbors to broadcast
simultaneously. In this version, we assume that multiple channels are available, and hence, up to a certain
number of nodes can broadcast simultaneously.

Malware-Plane Power-Plane Access-Plane
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0.0 0.0 0.0 0.0 0.0 0.0 ......30.030.030.030.030.030.0

0.0 0.0 0.0 0.0 0.0 0.0 ..-...30.03o.o3o.o3o.o3o.o3o.o

Figure 5: Malware propagation to the neighbors.

Another screenshot of the simulations taken at simulation time 14000ms is shown in Figure 6. In this figure
we can see the behavior of self-propagating malware. From the access plane we can see broadcast (value
32) message initiation and broadcast receiving (value 31). This gives a good example of minimal simulta-
neous multiple broadcasts in same neighborhood. From the power plane, we can see that malware-infected
nodes consume more battery power for broadcasting and hence die faster due to faster battery drainage.

Authorized licensed use limited to: Carleton University. Downloaded on May 16,2022 at 13:22:15 UTC from IEEE Xplore. Restrictions apply.



Al-Habashna and Wainer

The simulation continues until the end of experimental time interval or when all sensor nodes move to the
dead state. As mentioned in the beginning of this subsection, this basic model is conceptually similar to the
CA model in (Yurong Song and Guo-Ping Jiang 2008), which has been already validated. As such, we
compare our visual results, presented here, to the visual results obtained in (Yurong Song and Guo-Ping
Jiang 2008), in order to provide operational validation of our model. By analyzing the results obtained and
shown in Figure 5 and Figure 6, it can be clearly seen that malware continuously propagates from the
infected node to the surrounding nodes, in a spatially bounded manner. This means that malware from an
infected node does not propagate directly to susceptible nodes that are outside a bounded area. This is
expected due to the nature of wireless communication in WSNs where nodes can broadcast on the channel
over a spatially limited range. This behavior is different from wired networks, which can allow unbounded
malware propagation. Such behavior is similar to the results obtained by the model in (Yurong Song and
Guo-Ping Jiang 2008), which provides operational validation for our model.

Malware-Plane Power-Plane Access-Plane
......15 016.015. 0...30 030. 0...30 0
. -1.0 ..-12.0 13.010.0 .13.0 16.0.30.0 ..

16.013.015.0 ...30.030.0...30.0

-..13.0 .13.0 .13 .0 .30.030.030.030.0..

B0
....o.o 0.0 ..-. ..30.030.0.30.030.0
0.0 0.0 0.0 0.0 0.0 0.0 ..-...30.030.030.030.030.030.0

Figure 6: Intermediary output of the simulation that shows malware propagation.

4.2 The Effect of MAC protocols on malware propagation

The model version introduced in Section 3.2 was also simulated using the RISE version of parallel CD++
(Al-Zoubi and Wainer 2011) using a 25%25 2-dimensional lattice. We have observed malware propaga-
tion patterns with different MAC protocols.

As we have previously discussed, the optimized MAC protocol increases the duty cycle based on the total
load of the sensor network. This characteristic was modeled by maintaining inversely proportional relation-
ship between ad-hoc message generations and sleeping probabilities. S-MAC protocol on the other hand,
maintains a fixed sleep/active cycles regardless of the load. In order to compare these protocols, we have
obtained the number of infected sensor nodes after 2000ms simulation time, for different combinations of
ad-hoc message generation and sleep probabilities. We have made further modifications to the existing
rules discussed in Section 3.2, as follows:

e We introduced the variable S, which stand for sleeping probability. This variable control the prob-
ability at which an active node goes to sleep after time-out

e We have modified the rules by removing its post-condition, move-to-sleep, to make sure that mov-
ing to sleep is only controlled by S,

e We introduced the variable L, which stands for load probability. A node transmits with probability
L,each time

Figure 7-a shows the visualization of the simulation results at 2000ms, obtained by keeping S, constant at
0.6, and changing L, from 0.2 to 0.8 in 0.2 steps. According to the outputs shown in Figure 7-a, when node
load (in terms of messages to be transmitted) is increased, malware spreading speed is decreased. This is
because higher node load makes the WSN channel access highly competitive and broadcast collisions pre-
vent faster malware spreading. Further simulations were performed where we kept the load, ,, constant
and varied the sleeping probability, S,. The results obtained from these simulations are shown in Figure 7-
b. The results show that increasing the sleep probability increases the malware-propagation speed. This is
because when the nodes go to sleep for longer periods, the channel will be more available for malware
broadcast which speeds up malware propagation.
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Figure 7: (a) Malware spreading patterns for constant sleep and increasing load probabilities. (b) Malware spreading
patterns for constant node load and different sleep probabilities.

More simulations were executed. In these simulations, the values of both L, and S, where varied. The num-
ber of infected nodes at simulation time of 2000ms versus L, and S, and are shown in Figure 8. The results
in the two figures confirm that the propagation speeds decreases with increasing the load probability, and
increases by increasing the sleep probability.

Given the two observations above, we can compare the effectiveness of the two considered MAC protocols,
i.e., the optimized-MAC and S-MAC protocols, in controlling malware propagation speed. We have previ-
ously discussed that the optimized-MAC protocol changes the duty cycle based on sensor node load and S-
MAC protocol keeps fixed duty cycles fixed regardless of the load. Hence we can build an argument that,
changing the load probabilities while keeping sleep probabilities constant would resemble the operation of
S-MAC protocol. Furthermore, making sleep probability inversely proportional to load probability would
resembles the operation of the optimized-MAC protocol. Figure 9 shows the number of infected nodes with
each MAC protocol. From the graph shown in Figure 9, we can observe that the optimized-MAC protocol
is more effective than the S-MAC protocol in controlling malware propagation speeds over WSN. This is
because the optimized MAC protocol changes the duty cycle based on sensor node load. As such, when the
traffic load increases, the protocol decreases the sleeping cycle, which slows down malware propagation.
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Figure 8: (a) Number of infected nodes at 2000ms vs. sensor node communication load. (b) Number of in-
fected nodes at 2000ms vs. sleeping probability of sensor nodes.
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Figure 9: Malware propagation behaviors in Optimized-MAC and S-MAC protocols.
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5 CONCLUSION

In this paper, we study malware propagation patterns in highly resource-constrained WSN environments.
WSN are highly vulnerable to viruses, worms and malicious programs such as self-propagating malware.
Due to limitations on processing, memory and battery power, powerful security features are not cost effi-
cient for most WSNs. Hence, suitable Medium Access Control (MAC) protocols are widely regarded as an
efficient and cost effective method of restricting malware propagation in WSNs. In this work, we have
investigated the impact of two widely used MAC protocols; Optimized-MAC and S-MAC on restraining
malware propagation. In future work, we will study the effect of self-propagating patching seeds on mal-
ware propagation. We also recognize the importance of carrying out a more detailed study in this area
focusing on other popular WSN MAC technologies. Moreover, we are planning to integrate topological
details in our future simulations and develop more powerful patching algorithms.
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